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ABSTRACT

While MPLS has been extensively deployed in recent years, li
tle is known about its behavior in practice. We examine the pe
formance of MPLS in Microsoft's online service network (MEN
a well-provisioned multi-continent production networknoecting
tens of data centers. Using detailed traces collected oenanth
period, we find that many paths experience significantly tiedda-
tencies. We correlate occurrences of latency inflation vathers,
links, and DC-pairs. This analysis sheds light on the cao$es
latency inflation and suggests several avenues for allegidhe
problem.

Categories and Subject Descriptors
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General Terms
Measurement, Performance
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1. INTRODUCTION

Traffic engineering (TE) is the process of deciding how tcaffi
is routed through the service provider network. Its goabis¢-
commodate the given traffic matrix (from ingress to egresgens)
while optimizing for performance objectives of low latenapd
loss rate. Effective TE mechanisms are key to efficientingisiet-
work resources and maintaining good performance for traffic

The importance of TE has motivated the development of many
schemesd.g.,[B [7]), but little is known today about the effective-
ness or behavior of schemes that have been deployed ingaracti
Much of the prior work is based on various forms of simulagion
and emulations rather than based on real measurementsftaken
an operational network.

In this paper, we present a case study of the behavior of TE as
deployed in a large network. This network (MSN) is the oné tha
connects Microsoft’s data centers to each other and tonmepESPs.
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Figure 1: Tunnel latency during one month period

MSN uses MPLS-based TE, which is perhaps the most widely used
TE mechanism and is supported by major router vendors such as
Cisco and Juniper. Although we use MSN as a case study, we be-
lieve that our findings are general because the behaviorsnwe u
cover are tied to the MPLS-TE algorithms themselves ratinan t

to MSN. The contribution of our work lies in uncovering andagel
tifying problems with MPLS-TE in a production network, asraffi

step towards improving the TE algorithms.

Our interest in studying the behavior of MPLS-TE was not pyure
academic but was motivated by anomalous behavior observed b
the operators of Bing Search which uses the MSN network. Dur-
ing the period of our study, Bing Search experienced indi&leh
unexpectedly high latencies between two of its DCs from time
time. Because these two DCs are in the same city, Bing's epera
tions expected the latency between them to be negligibldéadin
this assumption is also made by Bing’s planning team wheyn the
chose to distribute Bing's backend services across the t@®. D

Figure[d plots the latency of a tunnel (also known as LSP for
label switched path) between the two DCs during a month gerio
We describe how MPLS-TE works in more detail later; but byjefl
it works at the granularity of tunnels between ingress anessy
routers. There can be multiple tunnels between a pair okrsut
MPLS-TE uses a greedy algorithm that periodically finds tiats
est path that can accommodate the tunnel’s estimated tofic
mand. The figure shows that the tunnel latency switched &eity
between 5 and 75 ms. It stayed at 75 ms for almost half of the, tim
which adversely impacted Bing’s backend services.

Our systematic evaluation using data from a 2-month period i
2010 reveals that it is not only these two DCs that are imphlcte
22% of the DC pairs experience significant latency spike$o 20
the tunnels exhibit more than 20 ms of latency spikes. Over 5%
of the tunnels experience high latency inflation for a curinga
duration of over 10 days in the 2 months.



Figure 2: OSP network topology

To gain insight into the causes for latency inflation, we elattie
such occurrences with specific links, routers, and DC padar
analysis shows that 80% of latency inflation occur due to ghan
in tunnel paths concentrated on 9% of the links, 30% of théarsu
and 3% of the active DC-pairs. This confirms traffic load cleang
exceeding the capacity of a small set of links along the skort
paths of tunnels as the primary culprit. MSN operators havees
added capacity along these paths to alleviate the problem.

But to understand the effectiveness of MPLS at using availab
resources, we compare the latency with MPLS-TE to that with a
optimal strategy based on linear programming. We find that th
weighted and the9'" percentile byte latency under MPLS-TE are
10%-22% and 35%-40% higher than that under optimal routing
strategy, respectively, suggesting there exists roommfqraove-
ment under MPLS-TE.

We identify several problems caused by sub-optimal setiing
MPLS parameters but leave as future work automatic paramete
setting andon-the-flyLSP split as two methods to fix the latency
inflation problem.

2. BACKGROUND

A service provider network is composed of multiple points-o
presence (PoPs). Our work is in the context of an online servi
provider (OSP), where these PoPs serve as data centers f@Cs)
hosting services as well as peering with neighboring ttd&®s
(Internet service provider). The distinction between arPGd
ISP is not important for our work, though we note that the reatu
of traffic may be different in these two kinds of networks ahnerre
is a higher premium placed on latency reduction in OSP nddsvor

Figure2 illustrates the topology of a large OSP networkothe
prises multiple DCs at different geographical locationsséove
users around the world. To save inter-DC bandwidth coskethe
DCs are often interconnected with dedicated or leased,|foks-
ing a mesh-like topology.

2.1 MPLS-TE Basics

A growing number of OSPs and ISPs have adopted MPLS net-
works which offer more TE[]2] flexibility than the traditiohsPs
such as OSPF and IS-IS. The former allows traffic to be arfijtra
distributed and routed between a source and a destinatibe tivh
latter only allows traffic to be evenly distributed and ralt the
shortest paths. Such restriction may cause IGP TE to bedar fr
optimal under certain circumstances.

LSP: Label Switched Path. An LSP is an one-way tunnel in

DC pair is provided with multiple LSPs in either directionléver-
age path diversity in the underlying physical network. ficdfe-
tween the same DC pair can be split among different LSPsreithe
equally or unequally.

An LSP has several attributes such as the current pathatdidc
bandwidth, priority,etc. There are two types of LSP: static and
dynamic. The former is allocated a static bandwidth and path
setup stage which remains the same thereafter. The latténae
ally monitors the traffic rate flowing through the tunnel anidyts
its allocated bandwidth accordingly. It may also switcthpahen
there are changes in its own allocated bandwidth or theablail
bandwidth in the network.

2.2 MPLS-TE algorithms
An LSP path is either configured manually or computed using

Constrained Shortest Path First Algorithm (CSPF). Afteathps
selected, the LSP reserves the required bandwidth at tigeiogt
interface of each router along the path. Each router ouggimin
terface maintains a counter for its current reservable watt.
The reservable bandwidth information along with netwongaie
ogy (also called Traffic Engineering Database (TED)) is qu#i
cally flooded throughout the network.

Priority and preemption. Each LSP is configured with two pri-
ority values: setup priorityand hold priority. Setup priority de-
termines whether a new LSP can be established by preempting a
existing LSP. Hold priority determines to what extent ansérp
LSP can keep its reservation. A new LSP with high setup pyiori
can preempt an existing LSP with low hold priority if: (a) thas
insufficient reservable bandwidth in the network; and (l&) tlew
LSP cannot be setup unless the existing LSP is torn down.

CSPF.CSPF sorts LSPs based on their priority and uses a greedy
algorithm to select the shortest path for each LSP. Stawtitigthe
highest priority LSP, it prunes the TED to remove links thatnt

have sufficient reservable bandwidth or do not satisfy aqurkg-

ured access control policy. It then assigns the shortehtipahe
pruned TED (using tie-breaking if multiple) to the LSP and up
dates the reservable bandwidth on the relevant links. Troisgss
continues until no LSP is left.

Re-optimization. CSPF is run periodically based on a configurable
timer to reassign each LSP a better path if possible.

Autobandwidth. MPLS does not have a bandwidth policing mech-
anism — an LSP may carry any traffic demand irrespective of its
reserved bandwidth. Instead, router vendors (Cisco, éinfup-
porting MPLS, providesutobandwidthwhich permits an LSP to
adjust its reserved bandwidth according to current tratfimand.

To use autobandwidth, an LSP needs several additional péeesn
(Table[d), including minimum/maximum bandwidth, adjustme
threshold, adjustment interval and sampling interval. ©egery
sampling interval €.g.,5 minutes), an LSP measures the average
traffic demand flowing through it. Once every adjustmentrirge
(e.g.,15 minutes), it computes the maximum of the average traffic
demand measured in each sampling interval. If the maximafn tr
fic demand differs from the current reserved bandwidth byemor
than the adjust threshold and is within the minimum and marim
bandwidth, the LSP will invoke CSPF with the maximum traffic
demand as the new reserved bandwidth.

MPLS network over which data packets are routed. Packets are3. EXPERIMENTAL METHODOLOGY

forwarded using MPLS labels instead of IP addresses insgfe L
tunnels. The labels are inserted into packets accordinactd pol-

icy at ingress routers, which are later stripped by egresters.
Unlike in IGP routing, an LSP tunnel does not have to follow th
shortest path from an ingress to egress. In an OSP netwak, ea

To study how MPLS-TE algorithms affect inter-DC traffic, we
collected various types of data from October 15 to December 5
2010 from a portion of Microsoft’s intercontinental prodioo net-
work (MSN), one of the largest OSP networks today. This por-
tion of MSN comprises of several tens of DCs interconnectid w



Table 1: Autobandwidth parameters
Description

% of interface bandwidth that can be reserved
Time interval to trigger autobandwidth
% of change in reserved bandwidth to trigger
autobandwidth

Bandwidth limits of an LSP

Priorities for determining LSP preemption

Parameter
Subscription factor
Adjust interval
Adjust threshold

Min/max bw
Setup/hold priority

high-speed dedicated links with the core of network in US tiA¢
inter-DC traffic is carried over 5K LSPs, each using autoladth,

with 1-32 LSPs between each pair of DC. The data contains net-

work topology and router and LSP configurations. For each, LSP
it also contains each path change event and traffic volumeadh e
5-minute sampling interval.

Measuring LSP latency is a challenging task for two reasajs (
LSPs are unidirectional; as a result a simple ping wouldnefine-
Way Delay (OWD) latencies of two LSPs (the forward LSP and the
reverse direction LSP). Separating out the two latenciadadvee-
quire strict time synchronization between the probers sciCs
(b) Traffic between a DC pair is load balanced using hashigg-al

rithms on all the LSPs (between 1 to 30) between the DCs. Hash

functions are based on IP/TCP or even application level énsad
As a result, to probe all the LSPs between a DC pair using simpl
ping, we must have one prober covering all the possible IBesn
allocated as well as a applications running in DCs.

Another way to measure LSP latency is to use LSP dih@l[6, 9].
However, because LSP ping is disabled in MSN , we choose to
estimate LSP latency based on the geographical locatiotiseof
routers along an LSP path. Given an LSP, we calculate the-grea
circle distance between each pair of intermediate routedssam
it up to obtain the total geographical distance of the LSPiNeéa
dividing the total distance by the speed of light in fiber tdadb
the LSP latency. We verified for a few LSPs that the conversion
indeed estimates correct delay with minimal error. Not¢ HsP is
unidirectional, as a result, the latency measured in thishaugism
is One-Way-Delay (OWD) estimation.

4. LSP LATENCY INFLATION

In this section we first describe the severity of the latermopp
lem in an MPLS based network and then correlate latency induc
LSP path changes with dc pairs, routers and links in the mitwo

4.1 How badly is latency inflated?

Prevalence of latency inflationTo quantify how widespread la-
tency inflation is, we compute the difference between thémim
and maximum latency for each LSP during the 50-day periogk. Fi
ure[3 plots the CDF of latency difference of all LSPs. We olser
that a substantial number of LSPs encounter severe latefiay i
tion. 20% (over 1K) of the LSPs experience latency inflatibn o
over 20 ms. Moreover, the latency of 10% (over 500) of the LSPs
is inflated by more than 40 ms! Because a single user requgst ma
trigger many round trips of inter-DC communication, sudeey
inflation could noticeably impair user-perceived perfonca

To systematically measure the frequency and duration efiéat
inflation, we define #atency spikes the contiguous period of time
during which the latency of an LSP is at leasins and y% more
than the minimum latency observed for the LSP. These twoieond
tions capture the significance of latency inflation in botabte
and relative terms. As shown in Figdile 4, a spike starts wiogm b
conditions are met and ends when either condition beconsss fa
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Figure 4: Definition of spike(z,y)

Figure[® and6 plot the CDF of total number and cumulative
duration of latency spikes for each LSP. We observe thahdsgte
inflation is quite common. Under the (20ms, 20%) spike thoksh
roughly 18% (over 900) of the LSPs experience at least oradst
spike during the 50-day period. For 10% (over 500) of the LSPs
the cumulative duration of latency spikes is over 1 day. Phi-
lem becomes even more severe for the top 5% (250) of the LSPs
whose cumulative spike duration is more than 10 days! This in
cates persistent latency problem for the inter-DC traffitied by
those LSPs. Figufd 5 afill 6 also show similar curves under @ mor
aggressive spike threshold of (30ms, 30%), where the tatal-n
ber and duration of latency spikes are only slightly smallgnis
suggests the latency inflation experienced by many of thesliSP
indeed quite significant.

The traffic in the core of MSN network consists of only theraf
fic generated by inter-DC communications. All the 5K LSPs in
the network use autobandwidth algorithms to manage pattls an
reserve bandwidth. Inter-DC links in the core of networkibith
over 99.9% of availability[[4]. However, most LSPs exhilitag
cumulative durations in spikes in order of days(fiddre 6)isEug-
gests that severe LSPs spikes are caused by autobandvatihdn
of failures.

Comparison with optimal TE strategy Although we have shown
many LSPs encounter latency spikes frequently, so far inis u
clear if those spikes are caused by insufficient network cigpar
by inefficiency of MPLS-TE algorithms. To answer this questi
we compute theptimal TE strategy that minimizes the weighted
byte latency> ", ; ¢ p lat. « bw / >\ 1 o p bw) foOr all inter-DC traffic.
Given the network topology and traffic matrix, this can berfar
lated as a multi-commodity flow problem and solved usingdme
programming (LP)[[B1Z.11]. Note that although it is relativeasy
to find the optimal TE strategy offline, the problem is muchdear
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to tackle online due to the of size of the topology (resulimanil-
lion variable LP) and volatility traffic demand.

We divide the time into 5-minute intervals and compute the op
timal TE strategy for each interval using the method staten/e.
Compared to optimal routing, we found that MPLS based rgutin
incurs an overall 10% to 22% increase in weighted byte Igtenc
over different snapshots spanning over a one day periodir&if
compares the latency at different traffic volume perceniiteer
the optimal and MPLS-TE in a typical interval. There is sabst
tial latency gap between the two TE strategies — the reldtive
tency difference stays above 30% (y2 axis) at 50th, 90tHh, @6td
99th-percentile of traffic volume. Figué 8 plots the lateat the
99th-percentile of traffic volume under both TE strategiasrdy an
entire day. Except between midnight and early morning hibar,
latency under MPLS-TE is consistently 20 ms (35%-40%) large
than that under the optimal TE, leaving enough space foraxgsr
ment.

4.2 Isthere a pattern in latency inflation?

LSP latency inflation is triggered by an LSP switching from a
short to a long path. We now study the patterns of LSP pathggsan
to see if they cluster at certain links, routers, DC pairsroetperi-
ods. Although there are many LSP path changes, we consitler on
those that cause a latency spikeg(, latency jumps by more than
20 ms and 20%) and call them LLPC’s (large latency path crgnge
We ignore the remaining path changes since they either littee |
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impact on latency or reduce latency. For an LLPC, we atteiliut
to the old path rather than the new one because it is triggeyed
insufficient bandwidth on the former.

Correlation with links, routers and DC pairs. We first correlate
each LLPC with the links, routers, and DC pair the correspund
LSP traverses. In Figufé 9(a), the y-axis on the left shoesitim-
ber of LLPC's per link sorted in an increasing order and trexis
on the right shows the cumulative fraction of LLPC’s obselry
the links. The x-axis is hormalized to anonymize the totahnu
ber of links in MSN . Figur§l9(b) anid 9(c) plots similar curfes
routers and DC pairs respectively. From these figures, wettfigid
the LLPC’s occur mostly at a small fraction of links and DCrpai
— the top 10% of links and DC pairs account for 80% and 95%
of the LLPC’s respectively. This pattern is true for routasswell,
although less pronounced. Our analysis suggests thatémeian-
flation problem could be significantly alleviated by addirgacity
to a small subset of links.

Correlation with time. Next we correlate LLPC’s with time. We
divide the time into 1-hour bins and compute the number of ClsP
observed per (link, time-bin) pair. Figurel10(a) plots theer of
LLPC's of each (link, time-bin) pair in an increasing ordedahe
cumulative fraction of LLPC's of all the pairs. It shows theRC'’s
are highly concentrated both at certain links and in cettaie. 1%
of the (link, time-bin) pairs witness 80% of the LLPC’s. Thuiis-
tribution is even more skewed than that in Figre 9(a). Sharel-
width change is the primary cause of LSP path chandesl (88i),
is likely due to dramatic traffic surge in those (link, timejgpairs.
We observe similar patterns for (router, time-bin) and (peix,
time-bin) pairs which are illustrated in Figurel 10(b,c)pestively.
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Correlation with link utilization.

Finally we study the impact of
link utilization on LLPC's and latency inflation. Again wewilie
the time into 1-hour bins. In Figulel1, the left y-axis shaivs
70th and 99th-percentile link utilization in each time biaridg

LSPs in latency spike are strongly correlated with linkizgtion
while all of them exhibit a clear time-of-day pattern. Thisne
forms to our expectation since more LSPs will be forced tdawi
to longer path when the overall network utilization becoimigéer.

5. EFFECT OF AUTOBW PARAMETERS

LSP path changes and corresponding latency spikes are¢ue di
consequences of both the autobandwidth algorithm andithdiV
LSP’s configuration parameters. Given the large number &di8
an OSP network, it is a common practice for operators to ninua
configure the LSP parameters with some static values whielyra

one week (the MaxRes line shows the maximum allowed reser- change thereafter. In many cases, operators simply usestasld
vation in links: configured at 85%). The right y-axis shows th

number of LLPC’s and the number of LSPs in latency spike imeac

time bin during the same period. We observe that although NE&SN

generally over-provisioned (70th-percentile link ugiiion is only
around 20%), there are always certain links which are fulliy s
urated (99th-percentile link utilization is around 100%Jhis is

somewhat surprising because we would expect the traffic iwad

more evenly distributed during off-peak hours when theabisn-

dant spare capacity. However, remember that in autobariwid

each LSP greedily looks for the shortest path, thereforg |itois-
sible that many LSPs are competing for just a few “criticatiks

even though other links are left idling.
Figure[I1 also illustrates the number of LLPC’s and number of bandwidth. Later due to a bandwidth increase of a nearby DI LS

values set by router vendors,g., Cisco and Juniper. We study
the impact of different LSP parameters on LSP latency spikes
summarize our findings in Tad 2.

LSP priority We studied a few large latency spikes in LSPs travers-
ing nearby DCs (as in figud 1). In this set of latency spikis, t
LSPs, instead of traversing the direct shortest path betviee
DCs, traverse a considerably longer path (across the U®) vilds
because the reserved bandwidth of the direct shortest patrebn
the DCs was exhausted by another sets of LSPs with (mosthgl eq
or higher priority. Some of these LSPs traversed long dégtan
and had several different path options available. Theiiisitat
to choose the particular link resulted in saturation of &served



autobandwidth moved the LSP to a much longer path. The situa- latter. Such strategy could be implemented by classifyimglia

tion gets complicated when several such improper path tsahsc
form a chain of dependencies.

cation traffic into delay-sensitive and delay-tolerant ESRd as-
signing higher priority to the former type of LSPs. We willdy

The spike in cases like these could have been mitigated by in- effectiveness of such classification as our future work.

creasing the priority of the LSP between the nearby DCs. Bt s

ting priority across thousands of LSPs to globally minimaency
in the network is a hard problem. Further, it is also unclelaether
a static set of priorities would be sufficient to reduce thebfgm.
As a future work, we plan to investigate how to automaticallly
just priorities for the LSPs in latency spike in an online mein
to force them to switch to a shorter path, while ensuring mati
impact on other LSPs.

“All or nothing” autobandwidth policy The second cause for la-
tency spikes in LSPs stems from the 'all-or-nothing’ polafyau-
tobandwidth algorithm. This severely impacts high-volub&Ps.

A bandwidth increase of an LSP, running on a short path, where

at least one of the links is close to its reservation limitcés the
entire LSP to another, long latency path. This results inetfigre
LSP traffic to traverse the long path even though the shoht igat
capable of carrying most of the traffic.

As a part of future work, we plan to devise algorithms to split

LSPsin such cases (currently done manually in some netfl6iks

When an entire LSP will be forced to switch to a long path due to

its traffic demand increase, we could subdivide the L&Rthe-fly
LSP split up) into two smaller ones so that only the incredsaftic
traverses longer path.

Minimum/maximum bandwidth Minimum and maximum band-

width specify the bounds of the LSP bandwidth. A low minimum

bandwidth value, renders an LSP fickle, triggering large inemnof
path changes (minimal latency difference) since a smalkase in
bandwidth (a few 100KBs is sufficient) is now sufficient t@ger
the bandwidth threshold. LSPs in this case change theirguegh
though current path has sufficient available bandwidth bezdhe
autobandwidth tie-breaking algorithms (random, leastdillmost
filled) forces them to migrate to another equal cost path. ghhi
value of minimum bandwidth wastes reservable bandwidthén t
network.

A lower maximum bandwidth bounds the LSP bandwidth reser-

vation forcing the fate of additional traffic on LSP to be urnai

6. CONCLUSION

In this paper, we presented the first study of the effectisené
MPLS-TE in a multi-continent production network connegttens
of data centers. Using detailed LSP traces collected ovenarizh
period, we showed that a substantial number of LSPs enaounte
severe latency inflation. We further showed that 80% of katen
inflation occur due to LSP path changes concentrated on 9% of
the links, 30% of the routers, and 3% of the active DC-pairsr O
analysis confirms traffic load changes exceeding the capatcd
subset of links along the shortest paths of LSPs as the priroat
cause of latency inflation but also uncovers poor configomadif
MPLS-TE’s autobandwidth algorithms in the studied netwaska
source of inefficacy. As future work, we are developing glimes
and automatic schemes to adjust autobandwidth confignsatm
changing traffic loads.
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