A Case for Adapting Channel Width in Wireless Networks

Ranveer Chandraf, Ratul Mahajant, Thomas Moscibrodat, Ramya Raghavendra*, Paramvir Bahl'

tMicrosoft Research, Redmond, WA

ABSTRACT

We study a fundamental yet under-explored facet in wiretessmunica-
tion —the width of the spectrum over which transmitters agitheir signals,

or the channel width. Through detailed measurements inaited and live
environments, and using only commodity 802.11 hardwarefinsequan-
tify the impact of channel width on throughput, range, andgroconsump-
tion. Taken together, our findings make a strong case forlegisesystems
that adapt channel width. Such adaptation brings uniqueftien For in-
stance, when the throughput required is low, moving to somar channel
increases rangand reduces power consumption; in fixed-width systems,
these two quantities are always in conflict.

We then present SampleWidth, a channel width adaptatiaritign for
the base case of two communicating nodes. This algorithnasedon a
simple search process that builds on top of existing tectasidor adapting
modulation. Per specified policy, it can maximize throughguminimize
power consumption. Evaluation using a prototype implemt@t shows
that SampleWidth correctly identities the optimal widthden a range of
scenarios. In our experiments with mobility, it increasesoaghput by
more than 60% compared to the best fixed-width configuration.

Categories and Subject Descriptors:
C.2.1 [Computer-Communication Network]: Wireless

General Terms: Measurement, Performance
Keywords: Channel width, spectrum, Wi-Fi

1. INTRODUCTION

Most wireless communication today involves the use of chan-
nels with preset widths. A wireless channel is the frequespsc-
trum block over which nodes transmit; it is uniquely spedifisy
its center frequency and width. The use of preset channehsid
is a direct result of how the available spectrum is dividedeky
isting wireless technologies. For example, in 802.11 (\yibfg,
the spectrum block is divided into 11 overlapping chanreds are
20 MHz each and are separated by 5 MHz. Wi-Fi nodes commu-
nicate over one of these channels. In some cases, such as<\WiMa
the spectrum block is divided into channels of differenttived But
even there the channel width is statically assigned.

In this paper, we argue that nodes in Wi-Fi networks should
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adapt the width of the communication channel based on their c
rent needs and environmental conditions. To our knowlesigeh
adaptation has not been proposed or explored before. We find i
prising that Wi-Fi nodes dynamically change many variabbesy

to improve communication, such as center frequency, treassom
power, and modulation, except one of the most fundamental va
able — the channel width.

We make our case in three steps. First, using measurements fr
controlled and live environments, we study properties fiedént
channel widths. We use commodity Wi-Fi hardware manufactur
by Atheros and make software modifications that lets thesgsNI
to communicate at 5, 10, and 40 MHz channels in addition to the
standard 20 MHz. We find that different widths perform difer
ently on many measures of interest. Narrower channels loswer |
throughput but they have longer range, are more resilientibi-
path delay spread, and consume less power. While theserpespe
are broadly expected based on how our NICs implement differe
widths, our measurement study provides a detailed andregsite
quantification. Actual and expected behaviors can difféteca bit
for commodity wireless hardware [5].

In the second step, based on our findings, we identify several
unique benefits of dynamically changing channel width that a
otherwise not available today. For instance, in times ofttmwugh-
put requirement, nodes can simultaneously increase ramjeea
duce power; in fixed-width systems, these two highly desgrab
properties are perennially in conflict. Another examplehast to-
tal network capacity may be increased without increasimgspm
usage, by splitting multiple flows that share a wide channtd i
narrower channels. Yet another example is that nodes catasub
tially improve throughput by adapting channel width, bessadif-
ferent widths offer the best throughput in different coiulis.

Realizing these benefits requires practical channel widitipta-
tion algorithms; in the third and final step, we show that thisk
is feasible at least in certain settings. We design a chamiuith
adaptation algorithm, callesamplewidth, for the base case of two
communicating nodes. It enables the nodes to adapt to @gtimi
the throughput or power consumption of their communicatkor
efficient search and samplin§ampleWidth builds on top of exist-
ing techniques for adapting modulation. We present arslysd
empirical evidence that its search converges to the optivitih.

We have prototypecdsamplewidth on top of the same Atheros
Wi-FiNICs. Our experiments show that its simple adaptasicimeeme
correctly approximates the optimal width in a range of dists
between the sender and receiver. Even after including ail sa
pling and channel switching related overheads, it stayisiwt0%
of the optimal. In our mobile experimersamplewidth improves
throughput by more than 60% compared to the best fixed-width
system.
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Figure 1: Screenshot of the spectrum analyzer showing 20MHz
10MHz and 5MHz signals.

2. CHANGING CHANNEL WIDTH

We use the following terminology throughout this paper:

Channel width The width of the spectrum over which the radio
transmits (and receives) its signals; specified in MHz.

Throughput Number of data bytes transmitted per second, in-
cluding MAC-layer headers; specified in Mbps. We avoid thimte
bandwidth in this paper, as this term is frequently used fier o
both channel width and throughput.

Modulation The specific modulation used by the radio while
transmitting. We restrict our analysis to 802.11-based MFibd-
ulations that give data rates of 6, 9, 12, 18, 24, 36, 48 and bdsM
when the channel width is 20 MHz.

2.1 Methodology

In this section, we describe the technical details of how eteve
different channel widths. The channel width of a wireleszlda
determined by the frequency synthesizer in the Radio Frexyue
(RF) front end circuitry. In most wireless systems, the fiengy
synthesizer is implemented using a Phase Locked Loop (FAL).
frequency divider on the PLL feedback path determines théece
frequency of the card, and the reference clock frequencg bge
the PLL determines the channel width. Beyond this very hayell
description, we refer to [14] for details on the RF front emsign
of a wireless card.

We varied the channel width by changing the frequency of the
reference clock that drives the PLL. We implemented thiknee
on off-the-shelf Atheros-based NICs. These cards use & filee
quency of 20 MHz to generate a 20 MHz wide signal. The value
of the clock frequency can be configured in multiples of 2 gsin
hardware register. We changed the register values to gersta
nals on four channel widths of 5, 10, 20, and 40 MHz.

We note that most Wi-Fi chipset designs, including Atheuss,

a common reference clock for the RF transceiver and the base-
band/MAC processor [4, 13, 19]. The baseband/MAC processor
uses the reference clock to control access to the wirelés®rieby
regulating timing, encryption, encoding/decoding, anthdeans-
mission. Therefore, slowing or increasing the clock rafeci$
802.11 timing parameters. For example, asfOFDM symbol in

20 MHz channel width gives symbols of lengthu2 in 40 MHz,

and 16us in 5 MHz. Similarly, a 400 ns OFDM guard interval at

'Our 40 MHz channel width implementation is different from
Atheros Turbo/SuperG mode. See Section 8 for a detailedigtisc
sion.

| 5 MHz | 10 MHz | 20 MHz | 40 MHz

Symbol Duration| 16 us 8 us 4 us 2 us
SIFS 40us | 20us 10 us 5pus
Slot Duration 20us | 20us 20 us 20 us
Guard Interval 32us | 1.6us | 0.8us 0.4us

Table 1: A few 802.11 timing parameters across channel
widths.

40 MHz is 3.2us at 5 MHz. We list a few important parameters
that have different values at different channel widths ibl&al.

We note that only timing parameters are affected. Therefme
spective of channel width, modulation 24 OFDM coding (24 &lbp
at 20 MHz using 16-QAM, 1/2 rate encoder) carries the same 96
data bits per symbol. However, since symbol lengths arerdifft
across channel widths, modulation 24 coding scheme givelsfsM

at 5 MHz, 12 Mbps at 10 MHz, 24 Mbps at 20 MHz, and 48 Mbps
at 40 MHz.

2.2 Implementation Details

All our changes are limited to the device driver software.eTh
most important of these changes are as follows. We addedaa sep
rate rate table with different rates supported by each ctlamiath.
The rate table is loaded by the driver when the channel wilth i
changed. To ensure fair contention among flows on various-cha
nel widths, we modified the 802.11 slot time to be the same:£0
across all channel widths. The computation for packet cnat
were adjusted accordingly for different widths. For infegoabil-
ity with 802.11b stations, 802.11g uses 4 802.11b DSSS (ates
2, 5.5 and 11), and 6 OFDM rates (12 to 54 Mbps), and uses a
44 MHz clock frequency. To isolate the impact of channel tjidt
we modified the driver to use only OFDM rates (6 to 54 Mbps) in
802.11g mode. Also, for ease of exposition, we modified thekcl
frequency to 40 MHz so that channel widths scaled in mulsipie
2. Finally, we added support to dynamically change the chlann
width without breaking 802.11 associations.

Figure 1 shows a spectrum analyzer screenshot on which-diffe
ent widths have been overlaid. It can be seen that while thiece
frequency for all widths during this measurement was 2412zMH
(corresponding to Channel 1 of IEEE 802.11 b/g), the chanitith
changes.

3. IMPACT OF CHANNEL WIDTH

In this section, we characterize the impact of channel vsidiin
three of the key metrics of wireless communication: flow tiyto-
put, packet reception range, and power consumption. Iraaks,
we explain the underlying reason for the observed behawvidr a
how it differs from what may be expected. The findings of this
section form the basis of our arguments for dynamic adaptatf
channel width.

Setup: For our experiments, we use two kinds of Atheros cards:
i) Netgear WAG 511 (Atheros chipsets 5211 and 5212) whictehav
a PCMCIA form factor for insertion into laptops; and ii) Nety
EnGenius’ EMP-8602 modules, which are based on the Atheros
5213 chipset. These cards have a PCI form factor for insentito
desktops.

We performed experiments in a controlled emulator setugrand
an indoor office environment. We used CMU’s wireless channel
emulator [9], which has two laptops connected through anA&PG
The FPGA implements the digital signal processing (DSPjmes

2\We also validated our results using an RF attenuator andoutd
experiments, but do not present results in this paper.
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Figure 2: Impact of channel width on peak throughput of a
UDP flow when packets are sent with different modulations.
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Figure 3: Actual throughput and model predictions for UDP
traffic at different modulations for 5 and 40 MHz channels.

that model signal propagation effects, such as small sealied
and signal attenuation.

3.1 Peak Throughput

data is divided into a series of symbols, each encoding a aumb
of bits. At modulation-R4 - R data bits are encoded per symbol.
The transmission time for each symboltis.., = 4 ps, and the
data symbols are wrapped by a 26 preamble (synchronization
and PLCP header) and g signal extension.

To extend this model to adaptive channel width, we need te pro
portionally scale some of these timings with the width. |kt
and R be the channel width and modulation, respectively, and let
B = 20M H z/ B be a scaling ratio. With the exception of the slot-
time ¢4+, all aforementioned timing parameters are scaled by the
factor B. Moreover, we discovered empirically (by varying:
and minimum contention window, W,,;,) that the Atheros cards
wait for an additional time ofcw = tsiot-CWimin /2 = 8tsiot PEr
packet. Therefore, putting all together, for a packet size loits,
the time required for one single packet transaction is theze

t = tow +tprrs + tdata + ls1Fs + tack
8tslot + (2tslot + B- tSIFS)
+B : (20 + tsymb [Sdata/(le).' + 6)

+B ~tsiFs + B- (20 + tsymb [Sack/(4Rack).| + 6)

and1/t:.:q1 €XChanges per second can be completed. Multiplying
by the number of user data bits per packel.{, — 76 bytes=
1460 bytes) yields the expected peak throughput.

In our setup, data and ACK size asg,:. = 1536 bytes and
Sack = 14 bytes including all headersR,. is the rate at which
the MAC-layer ACK packet is transmitted. In our setdp,.r = 6
if R = 6,9,12, R, = 12if R = 18,24, and Roer, = 24 if
R > 36.

Figure 3 shows how well the model predicts the throughputef t
UDP flow at different configurations. At low data rates, ourdalo
almost exactly predicts the peak throughput for all fourrcied

We start by understanding the impact of channel width on peak Width options. The reason for the increasing discrepanayicr
throughput of the communication. We measure peak throughpu channels and high modulations is that beacons and backgroun

using the emulator to minimize the impact of external irgeghce.
In these experiments the signal is attenuated by only 20rd@&her
words, the receiver gets packets with good signal strength.

Figure 2 shows the throughput obtained by a UDP flow when
using different channel widths and modulations. As expkdtee
throughput increases as the channel width or the moduledteris
increased.

According to Shannon’s capacity formula the theoreticalaca
ity of a communication channel is proportional to the chamriéth.
Our measurements on commaodity Atheros cards follow this-rel
tionship approximately but not exactly. The increase iotighput
from doubling the channel width is less than a factor of twar. iR-
stance, at modulation 24, for 5 and 10 MHz the throughputd4 4.
and 7.65 respectively, which represents a factor of 1.89.

This less-than-doubling behavior is due to overheads iB®2el 1
MAC, such as various inter-frame spacings. Since some &kthe
overheads are fixed in terms of absolute time, e.g., thetishatis
20 us, their relative overhead for wider channels is higher.rtieo
to more accurately capture the peak throughput at differestu-
lations and channel widths, we extend the model presentddjn

The idea of this model is to predict the timg,...: required for
one single packet transaction. This total transaction tonsists

noise (that are unaccounted for in the model) incur a higleer p
packet overhead in these conditions.

3.2 Transmission Range

Changing the channel width impacts the transmission rafige o
a wireless signal. This is primarily because of two main oeas
improved SNR and resilience to delay spread. We investigpgte
impact of both these factors on range in this subsection.

3.2.1 Improved SNR

We first investigate the resilience to noise using the eraulat
setup but unlike the previous experiment, we attenuateigmals
between the two nodes. The transmission power of the raslseti
to 1 mW, which is the minimum value supported by the chipsets w
used in our experiment.

Figure 4 shows the loss rate as a function of the attenuation f
different channel widths. The modulation is fixed to 6 in tiaph.
We see that narrower widths are able to withstand greatmut
tion, which implies that they can reach further. We defineréimge
threshold of the signal as the minimum attenuation at whieh t
loss rate is less than 10%. Then, we can see this thresholddB 7
for 40 MHz and 81 dB for 5 MHz. As we discuss below, this 7 dB

of SIFS, DIFS, and the time to send the data and the 802.11 ac-difference is substantial because dB is a logarithmic unit.

knowledgementt = tprrs + tdata + tsirs + tack- The inverse
of this per-packet transmission time multiplied by the nembf
bytes per packet exchange then corresponds to the throughpu
According to the 802.11g standard [1], the basic timing para
eters in ad hoc mode atg;rs = 10 us, tsor = 20 ps, and
tprrs = 2tsot + tsirs = 50 ps. For the actual data packet,

The longer range of narrower widths can be explained asaslio
For the same total energy used by a Wi-Fi radio to transmgreed;
the transmission power depends on the channel width mehsure
Hz, and power per unit Hz. Thus, at narrower widths, the radio
transmit with higher power per unit Hz without changing th&at
transmission power. Given equivalent noise per unit Hzsxvar-
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Figure 4: The loss rate as a function of attenuation for diffeent
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Figure 5: The range threshold for different channel widths and
modulations. Higher threshold implies longer range.

ious widths, the SNR (signal-to-noise ratio) is higher farrower
widths, giving them a longer range.

However, the advantage we observe in practice differs fiwen t
maximum possible gain. As per above, halving the channethwid
should yield a 3 dB gain, or a 9 dB gain from 40 to 5 MHz. But the
actual gain is only 7 dB across those two widths, which sugges
that our hardware is leaving some potential gains on thetabl

We repeated the experiment on an attenuator for differedumo
lations. Figure 5 shows that the range advantage of narnevdtns
exists across all modulations. We see that lower modulsijwo-
vide a range benefit that is almost equivalent to the emul&tmm-

5MHz =10 MHz ®m20MHz ®40 MHz

#Offices crossed
O R, NWbHAUULIO N

48 Modulation 54

Figure 6: Indoor range for two modulations as a function of
channel width.

The table above shows the range improvement as a function of
which depends on the exact environment. Its value is 2 inspaee
and typically estimated as between 2 and 4 in real settingge T
numbers above are meant as rough guidelines rather thaisgorec
predictions since we ignore multipath effects as well asynwdher
practically relevant aspects of wireless signal propagati

Figure 6 shows that the range benefits in reality roughly cefle
the calculations above. In this experiment, we use an offamé
of distance and define range as the minimum number of offices
crossed at which the loss rate between two nodes is 100%ufiithis
is of course very coarse but obstacles and severe multiffettte
imply that exact signal attenuation is hard to quantify imdo The
offices are of identical size, and there are 8 offices in agiitédine.

The graph shows results for modulations 48 and 54. At lower
modulations, we could not reach the edge of communication fo
all channel widths. We see that narrower channels significan
increase range. At modulation 48, for instance, the rangaradge
of 5 MHz over 40 MHz is 3 additional offices or a 75% gain.

Finally, because an increase &fin range corresponds to an in-
crease ofX? in area covered, range increases can have significant
practical impact for network coverage. Assuming a planejrfo
stance, the additional range in our indoor measurement iat% ¢
over 200% more area.

3.2.2 Resilience to delay spread

At long communication distances, wireless receivers gdtimu
ple copies of a signal due to multipath reflections. Delagagrs
the time difference between the arrival of the first and |lagies

pared to 40 MHz at modulation 48, one can get a 6 dB range advan-of the multipath components. Delay spread can hinder codec

tage either by reducing the channel width to 5 MHz while kagpi

coding of a transmission at the receiver because a signaldty

the same modulation or by reducing the modulation to 12 while interfere with a time-delayed copy of itself, also known atet-

keeping the same channel width. One view, thus, of variatde¢
nel widths is that it offers finer scale modulations that othige do
not exist.

To illustrate how the 7 dB advantage of 5 MHz over 40 MHz
translates to better range in terms of real distance, waaemnthe
following simplistic model. Assume that signal power decag
1/d*, with the distanced and path-loss exponemnt, the maxi-
mum rangeA in dB attenuation corresponds to a maximum dis-
tanced, .. as

A=10log,, (?Se”d

recv

> = 10 log, d.

Therefore, we can estimate the proportional increase ieratem-
ming from aA A dB increase in maximum attenuation (say, from

dy _ 1042/(102) A A/(10a)
AltoAg)asEfW,m .

«a 2 3 4
range increase (est})123.9% | 71.1% | 49.6%

symbol Interference (ISI). Modern radios use a RAKE reaeige
counter delay spread, but their effectiveness dependsearotiing
scheme and the extent of delay spread [2].

OFDM specifies gguard intervalat the start of every symbol
to counter delay spread. For better packet recovery, a cbtheo
tail of the packet is included in the guard interval, called tyclic
prefix. For 802.11 at 20 MHz channel width, the guard inteival
800 ns, which is one-quarter of the symbol duration. Thisi@al
of the guard interval has been shown to tolerate root-mgaars
(r.m.s.) delay spreads of upto 250 ns [7]. Therefore, 20 Miémne
nel width provides good resilience to delay spread in masbadn
environments, where the delay spread has been shown to be 50
ns in homes, 100 ns in offices, and 300 ns in industrial environ
ments [8]. However, the delay spreads are larger in outdogr e
ronments, even up to s, where IEEE 802.11 is known to give
poor performance [2, 6].

As mentioned in Section 2, the guard interval increases bg-a f
tor of two each time the channel width is halved. Therefore, w
expect higher delay spread resilience in narrower chanitths:
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To systematically evaluate the resilience of differenttividto de-
lay spread, we conducted controlled experiments using elegis
emulator. The emulator uses a two-ray channel model in which
a delayed copy of the transmitted signal is attenuated anddni
with the original before arriving at the receiving radio. i§lem-
ulates one direct line-of-sight signal and one reflectedadighat
followed a longer path. The parameters to this model are ¢he d
lay between the two signals and their relative strengthbeatée-
ceiver. In a real world setup, more reflected signals ardylilcebe
present, but this experiment serves to provide an undelisigiof
how channel width affects delay spread resilience.

For this experiment, we use the two-ray ground model in which
the attenuation of the reflected ray with respect to the tir@g

was set to 6 dB and the relative delay was input as a parameter.

The direct ray was not attenuated. The delay spread is vaded

Figure 8 shows the power consumed by different channel width
while idling, receiving, and sending packets. We presesuilts for
modulation 6, although, for the same channel width, the rermb
were the same across different modulations. The figure atelica
linear relationshipbetween the channel width and the power con-
sumption. We see that wider channels consume more power. The
additional consumption from 5 to 40 MHz is around 40% while
idling and receiving packets and is 20% while sending packet
Thus, substantial powers savings can accrue from switdbingr-
rower channels when appropriate.

The above measurements were conducted on the latest Atheros
chipsets, AR5005GS, which have been optimized to consusse le
power when using a 20 MHz channel width. We also performed
these experiments with older cards, off-the-shelf Netyé&G511s,
and the trend across bandwidths was similar, although thel ate
numbers were much higher. For example, the power used to send
was 2.17 W at 40 MHz channel width compared to 1.94 W with the
newer cards. Similarly, the send power for 5 MHz channel fvidt
was 1.92 W instead of 1.61 W. We believe that further improve-
ments in power profiles of Wi-Fi chipsets will lead to lowemyr
consumption at narrower channel widths.

The decrease in power consumption can be explained by arslowe
clock speed that is used at narrower channel widths. In atfears
of computing, energy optimization using clock frequenclis of
CPUs has of course been investigated for a long time, e.g2810
Our results show that reducing the frequency of the clockMi-&i
chipset also has a significant impact on energy consumption.

3.4 Results Summary

In summary, we showed the following properties:
e At small communication distances, throughput increasdh wi
channel width. The increase in not proportional to the ckann
width due to MAC layer overheads.
e Decreasing the channel width increases communicationerang
We get a 3 dB improvement by halving the channel width due to
better SNR. Narrower channel widths also have better eesiéi to
delay spread.
e Narrower channel widths consume less battery power whedt sen
ing and receiving packets, as well as in the idle states. A ZMH
channel width consumes 40% less power when idle, and 20% less
power when sending packets than 40 MHz channel width.

4. BENEFITS OF ADAPTING WIDTH

Having explored the basic capabilities provided by diffé&han-
nel widths, we now give some examples of how adapting channel

50 ns to 1us in steps of 50 ns and the broadcast loss rates between,;igth brings certain unique benefits.

the laptops connected to the emulator is measured. Figurewss
the variation of loss rates with delay spread.

Figure 7 shows that narrower channels are more resiliengbzh
delay spreads. It plots as a function of the configured dejegesl
the loss rate of different channel widths. We see that 40 MHz i
resilient upto about 150 ns delay spread, whereas 5 MHz c#n wi

A. Reduce power and increase range simultaneously

Fixed channel width systems face a tough choice between in-
creasing range and reducing power consumption. They can in-
crease range by increasing transmission power or using iowd-
ulation. Using lower modulations does not change the itatan
neous power consumption. Increasing transmit power iseea

stand about 400 ns. Based on the typical numbers above, ive est battery power consumption. Adaptive channel width systears

mate that only 5 MHz is likely to work well outdoors.

3.3 Energy Consumption

We now quantify the effect of channel width on power consump-
tion using a setup similar to the one used in [20]. We connécla
ohm resistor in series with the wireless card, and measereuf
rent drawn through the resistor using a data acquisitiotesysWe
compute the power consumed by the wireless card by mulitiglyi
the current drawn through the resistor with the voltage supp
the wireless card (5 Volts).

have both! Narrower channels have both lower power consompt
andlonger range. Reducing channel width may come at the cost of
reduced throughput, however, and so the width should becestu
when the additional throughput of the wider channel is nstreed.
Though, as our results below will show, in some cases narrowe
channels can improve throughput as well.
B. Improving flow throughput

The key motivation for our work is the following observation
although the peak throughput of wider channels is higherctan-
nel width offering the best throughput in a given settingetefs on
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Figure 9: Effective throughout offered by different channd
widths at different attenuations and offices.

the “distance” between the nodes. We demonstrate thist eféatg
emulator and indoor experiments.

Figure 9 (a) shows the effective throughput achieved betveee
sender and a receiver at different attenuations usingatetodp to
an attenuation of 72 dB, the highest throughput is achiewiugu
the wide 40 MHz channel. In the ranges between 73-75 dB and
76-78 dB, it is best to use the 20 MHz and 10 MHz channels, re-
spectively. Notice that the 3 dB optimality region for eadhte
intermediate channel widths (10 MHz and 20 MHz) exactly eorr
sponds to the 3 dB range benefit predicted in Sectiod &&yond
79 dB, the 5 MHz channel is the best choice. This throughput ad
vantage of narrower channels stems from both their longegera
and their ability to use modulations that are proportignaigher
than narrower channels, after taking into account the aitesiow-
down on narrow widths.

Figure 9 (b) shows the results from our indoor measurements.
This experiment is limited by the fact that we do not have more
than 9 offices in a straight line. But even within the extenttoch
we could measure, we can clearly see different offices (uists)
have a different optimal channel width. While 40 MHz perferm
best up to the sixth office, 20 MHz outperforms all other clenn
widths in offices seven and eight. At office nine, 10 MHz is thetb
choice.

The crucial point is that there is no single channel width tha
serves all needs and hence, there is a strong case for aglelpéin-
nel widths based on the current situation. In Section 5, vpdoéx
these findings by designing a practical channel width adiapta
algorithm that dynamically finds the best possible channéthy
C. Improving fairness and balancing load in WLANs

In today’s 802.11g based WLANS, each AP is assigned a fixed
width 20 MHz channel, and if possible, neighboring APs aszptl
on orthogonal frequencies. When the traffic is uniformlyritisited

3As we mentioned before, because dB is a logarithmic unit,B 3 d
interval in which each channel width performs best mapsgniki
icant distance in real terms.

Client A Client A

...... a
Scenario AP, | AP, | APs | AP, | T | FI

Case 1: (fixed) 1/6 1 1/3 1 41 0.58
Case 1: (adaptive) 2/6 | 1/2 | 1/3 | 1/2 | 4] 0.97
Case 2: (fixed) 1/6 X 1/3 1 1/2 | 310.82
Case 2: (adaptive) 2/6 X 173 172 | 410.97

Figure 10: A network with four mutually interfering APs. With fixed
channel widths are fixed, each AP is allocated a 20 MHz channeln the
adaptive scheme,AP; is allocated 40 MHz, AP, gets 20 MHz, ,APs
and AP, get 10 MHz each. The tables shows the throughput received
by each client after normalization by 20 MHz

across the network, such a scheme increases capacity armbsed
interference. However, in dynamic conditions, using fixgédth
channels can be problematic and suboptimal. Recent measure
ments have shown that there exists spatial and temporariisp

in client distributions [3, 16, 21] in large-scale WLANS. rexam-

ple, a study of IBM’s WLAN with 177 APs [3] showed that 40%

of the APs never had more than 10 active clients, while a few AP
in auditoriums and cafeterias had 30 simultaneous usersehof
heavily loaded APs also changes over time.

Adapting channel width of the APs offers a natural way to both
improve flow fairness and balance load across APs. Consider F
ure 4, which has four APs within interference range of onefzaro
In Case 1 (left),AP; has 6 clients APs has 3 clients, while the
remaining two APs have one client each. In Case 2 (righgnti
moves away from P, and associates té P,. We compare the per-
formance of using fixed-width channels with adaptive-wiclian-
nels. In the fixed-width channel case, the spectrum is divideo
4 channels of 20 MHz each. In the adaptive-width channel,case
channels may be 10, 20, or 40 MHz. The table lists the through-
put per clientat each AP. Also included is the total throughput
(T), and Jain’s fairness index (FI). The index is calculatisthg
(32 e)?/nY ¢2, where; is the bandwidth obtained by client
andn is the total number of clients.

In Case 1, the fixed-width channelization leads to severe un-
fairness among different clients. A client associateddtB; re-
ceives 1/6 of bandwidth compared to a client associatetiiRe or
APjy. In contrast, with an allocation of 40 MHz t4P;, 20 MHz
to AP, and 10 MHz to the remaining APs, per-client fairness im-
proves significantly to 0.97 because APs with many clieAts()
receive a wider part of the spectrum to serve its clients. pfida
channel width can also help to improve system capacity. seCa
for instance, if client A moves froml P, to AP, an adaptive ap-
proach can reallocate the 10 MHz spectrum formerly used By
to APy, thus givingA P a total of 20 MHz.

D. Improving network capacity

Many hardware and software improvements to wireless tech-
nologies are driven by the search for additional capacitgypvésent
evidence that adapting channel width can provide anotheorbp-
nity towards that goal. This benefit arises by partitioniogwer-
sations that share a wide channel into multiple narrowencbis,
which has the potential to increase capacity.

In this experiment, we use two sender-receiver pairs, iogr f
laptops. All four laptops were in communication range offeac
other, and we placed the two receivers close-by — two offiegs n



1x 40 MHz channel
m 2x 20 MHz channels

Throughput (Mbps)

Near-Near Medium-near Far-near

Figure 11: Average combined throughout of two flows when
sharing a 40 MHz channel and when using adjacent 20 MHz
channels.

to each other. We moved the senders to 24 different locatams
for simplicity present results for corresponding configiaras in
three categories. “Near-Near” is when both senders aran&h
offices of their receivers. “Medium-near” is when one serider
or 5 offices away from its receiver, and the other sender ikimvit
3 offices. “Far-near” is one sender is more than 5 offices frigm i
receiver, while the other is within 3 offices.

Figure 11 shows the average combined throughput of the two
flows when sharing one 40 MHz channel and when they are split
on adjacent 20 MHz channels. We see that the gain is sulatanti

the two nodes have already decided which center frequencseto
for instance, based on their configuration or using someraan
selection algorithm (e.g. [25]).

We consider two possible objectives in this paper, maxingizi
throughput fromN; to N,., and minimizing the energy consump-
tion of N;. Simple extensions can optimize other measures includ-
ing sum of the throughput or power across the two. We first de-
scribe our algorithm with the objective of maximizing thghyput,
or equivalently minimizing transmission time for a fixedesirans-
fer. In Section 5.5, we explain how the algorithm can be adjlis
to minimize energy consumption.

5.2 Approach

One major challenge is the size of the search space. For a fixed
transmission power, the main knob for optimizing transiistas
been rate adaptation, i.e., finding the modulation thatigi¢e best
possible throughput. With the addition of variable chanmiglth,
the search space becomes two-dimensional. Even todayefines-
sents 32 different options (8 modulatiors4 widths), and it may
significantly grow in the future as more widths become atddéla
Clearly, probing this entire search space is inefficient\aadcheed
methods that quickly converge to the optimal point.

However, we observe that the two dimensions can be decaupled
At any given width, to maximize throughput, the nodes must us
the best possible rate. This problem of finding the best rage h

— from 10% to 50% — in spite of any cross-channel leakage. The oo addressed by much previous work (e.g. [12, 15, 17])ctwhi
gain is maximum in the Far-near case because sharing the samgye |everage. samplewidth uses a state-of-the-art autorate algo-

channel introduces the rate anomaly problem by which theeslo
flow reduces total capacity. Separating the two flows on wiiffe

channels lets the faster flow go faster. The other reasongaiar

from splitting stems from reduced contention overhead aaohf
the fact that narrower channels have a smaller per-packatvee

overhead. We obtained similar results (not shown) wherttisyi

two 20 MHz flows into adjacent 10 MHz channels.

We note that even though we do not increase total spectrum us-
age by splitting flows, we do increase total transmit poweahbse
narrower channels have higher power (although the sameygner
It is thus an open question if the gain from such division isessn
large-scale systems.

5. THE samplewidth ALGORITHM

The previous section shows that substantial benefits camdbe h
by dynamically adapting channel width. But realizing thbss-
efits relies on practical adaptation algorithm. In this segtwe
present such an algorithm.

Our algorithm is calledsamplewidth and it enables two nodes
to dynamically select a channel width according to theirkiaad
and optimization criterion (e.g., throughput or energy stomp-
tion). This scenario forms the base case for channel widip-ad
tation. Itis of interest by itself in several settings) two personal
mobile devices (e.g., an iPod) sharing media contgit;a link in
a multi-hop mesh network where the two nodes have a dedicated
radio to talk to one another; ar{ds) in 802.11 infrastructure net-
works where the AP has multiple radios on different widthd an
the client dynamically selects the best width. Besides, aswil
show in this section, even this simple case has severatacids
that must be resolved before addressing the adaptatiotepnah
more general settings.

5.1 Problem Definition

Consider two nodesy; and N,.. They have at their disposal
different channel widthsB;, ..., Bx. The goal of the algorithm
is to select a channel width for a given objective. We assurae t

rithm to find an efficient data rate on a specific width and then
searches across widths. In addition to reducing the diroeaki

ity of the search, this process enables us to search acrasisswi
less frequently and across rates more frequently. Thigrsfsant
because in current hardware probing different channelhsidft-
curs a coordination overhead, while searching across catebe
done on a per-packet level. To probe, both nodes are recoites
using the same width.

Another source of overhead is the opportunity cost when-prob
ing suboptimal channel-widths. In the extreme case, if tadas
switch to a wider channel on which they are no longer withichea
other’s range, they will disconnect and the subsequentnress
tion may require significant time. Thus, sampling all widihsot
practical, especially if more widths are available in theufa.

To keep the cost of sampling lo&amplewidth is based on sam-
pling only adjacent (i.e., the next narrower or wider) wilthit
samples adjacent widths and switches if the sampled thpuids
higher than the current throughput. Further, it probes thacant
wider channel only if the probability of disconnection isva.e.,
if the average data rate on the current width is high. In $adi4,
we show that this simple search strategy approach converges
optimal channel width.

5.3 Algorithm

We now describe our algorithm in detail. famplewidth, nodes
use the narrowest channel width when there is no data to 3éasl.
minimizes power consumption and increases the range, which
useful for mobile devices. Adaptation is triggered wherrehis
data to send. Algorithm 1 provides a detailed descriptiothef
adaptation process. It proceeds in probing intervals o&titun
ts = 1 s. The sender maintains a probing table with one entry for
each available channel widt#;, containing the average through-
put 7; and average data rafe; that autorate settled on when us-
ing this width. At the outset, all these entries are blank.riy
a probing interval, the sender measures the average tmot@h
and data raté? on the current channel widtB...,.. At the end of



Algorithm 1 Channel-Width Adaptation Algorithm

1: Parametersce = 9 Mbps; 8 = 18 Mbps; X = 5;
Beur := B,

During each probing interval do:
Transmit using channel widtB.,,;

Measure avg. throughp[ﬁ and avg. data rati;
—— Atthe end of interval do:

2:
4.
5:

7: Update probing tableTeyr = T Reur = R;

8: if R < aand B.y—1 has not been probed for intervals

9: then

10: Switch to next narrower widthBey» = Bewr—1;

11: else if R > 8 and Beu,1 has not been probed fo¥ intervals
12: then

13: Switch to next wider width: Beyr = Beur41;

14: else

15: Find channel widthB, for which Ty, = max;_; || Ti;
16: Switch to (or stay on) band3,: Beyr = By;
17: end if

the interval, it updates the corresponding entry in the ingptable,

and then, based on the most recent measurements and thefstate
the probing table, it decides whether to probe and switcimedreer
channel width for the next probing interval.

This decision can be described using the two rules belove Rul
is executed if Rule 1 does not apply.

Rule 1a: If the current data raté is below a thresholdy, the
nodes switch to the adjacent narrower channel width. Weesirgu
Section 5.4 thatv = 9 Mbps is optimal for current hardware.

Rule 1b: If the current data raté is above a threshold, the
nodes switch to adjacent wider channel. The optimal chaie=
18 Mbps for current hardware. If the data rate at the currentiwid
is high, the probability of a disconnection when probing tiest
wider channel is low.

Rule 2: At the end of a probing interval, the nodes switch to the
channel widthB, for which the average throughput enffy in the
probing table is the highest.

To avoid oscillation, we slightly adjust Rules 1a and 1b sinet
the nodes do not probe a channel width if it was recently ptebe
within the lastX = 5 probing intervals—and the throughput was
lower than the current throughput.

Note that inSampleWwidth, the decision to sample another width
is based on the data rate, while throughput decides whichnetha
width to use. This distinction is important because we caopo-
clude from low throughput that moving to a wider channel i no
beneficial. Low throughput can be caused by either poor lird-q
ity that causes many losses or high contention that createsrf
opportunities for transmitting. These causes need to béemedif-
ferently. In the first, probing and potentially moving to anawsver
channel is the correct decision. In the second, moving tora na
rower channel is unlikely to alleviate the problem. In fgrpbing
and possibly moving to a wider channel can help at high dagsra

The main advantage of limiting probing to adjacent channeths
is that only the most relevant channel widths are sampletbdes
are using the currently optimal width of 10 MHz, for instangem-
pleWidth may sample the adjacent widths (5 MHz and 20 MHz)
depending on the achieved data rate, but unless condittmarsgge
(e.g., due to mobility), it does not waste time on samplindewi
channels which are very likely to have poor performance. & n
show below that limiting search to adjacent widths does pate
at the cost of transmitting at suboptimal channel widths.

5.4 Optimality and Convergence
The critical question regarding the effectivenessahplewidth

is whether it converges to the optimal channel width or getsks

in a local minima. For instance, in a scenario where the atim
throughput is at 40 MHz but the throughput at 10 MHz is higher
than at 20 MHz, nodes would be stuck at 10 MHz after starting at
5 MHz.

In order to formally show that such local minima are unlikely
to exist, we introduce the notion simoothnesshat captures the
correlation between the channel width and the average daga r
that autorate settles on.

For a given channel widtB;, let R(B;) be the average achieved
data rate, i.e., the best data rate that autorate settlebien using
channel widthB;. For a coarse approximation, [€{B;) = B -
R(B;) denote the achieved throughput. No channel width should
be a local minima. Formally, an intermediate channel witths
not a local minima if one of the two following properties hslfbr
some constant > 1.

T(B:) < T(Bit1)
T(B;) <T(Bi-1)

= T(BL) >\ T(BZ‘71)
= T(BL) >\ T(BZ‘+1)

The constani quantifies the degree to which the above properties

are satisfied. If at least one of the properties holds with 1 then

B; is not a local minimum. Hence, for every channel width for

which eitherl’(B;) < T(B;+1) or T'(B;) < T(Bj—1), we define
T(Bi) T(B:)

the smoothness dB; as
T(Bi-1)’ T(Bit1) } '

Based on this, we can define the smoothness of the entirersgste
S = ming, S(B;) over all channel widths that are not maxima.

The importance of smoothness stems from the fact th&t i
1—i.e., if the system is convex— it guarantees that greedglloc
search converges to the global optimum. Moreoves, i$ greater
than 1, then the above properties becomes more robust aald loc
search converges to the optimum point even if each sampleomay
inaccurate and even if autorate does not find the best pesiivh
rate. Specifically in our case, & > 1, Samplewidth converges to
the optimum even if the average data rate obtained by aet@rat
by a factor ofS worse than the best possible modulation scheme.
This is because for two channel widths and B; 11, the achieved
throughput of such an autorate algorithm could deviate fthen
optimalT'(B;) andT'(B;+1) by at most a factor of, respectively.
Hence, for smoothnesS, our algorithm can still decide which of
the channel widths is better. On the other hand, if smoothSes
is very low, less thar, it implies that no efficient channel width
adaptation algorithms exist because the optimal configuraian
only be found if all options are sampled.

So, the question is, what is the value ? Intuitively, there
are strong arguments why should be at least 1. Our measure-
ments in Section 3 show that the average dataR4t®) is a non-
increasing inB: as the channel becomes wider, the modulation
yielding the best throughput drops. Importantly, our raagperi-
ments further indicate that once a critical attenuatioe&ched for
a given channel width, the achievable throughput dropspbhdn
the sequel, we capture this making only the very weak assump-
tion that R(B) is concave inB. For example, if the effective
data rate is halved when going from 10 MHz to 20 MHz, it must
drop at least as much when going to 40 MHz. If we thus as-
sume thatR'(B) < 0 andR”(B) < 0 hold¢, the second deriva-
tive of the resulting throughput functioff(B) = B - R(B) is

S(B:) = max{

“For the sake of simplicity, we assunizand R(B) to be continu-
ous for this argument. The same argument would hold for eliscr
values and difference quotients.



PTE) — BR"(B) +2R'(B) < 0, implying thatT(B) is a con-

cave function inB. Hence, there is no local minimum asam-
plewidth converges to the optimal channel width.

In theory, the wireless medium should thus be smooth eveerund
minimal assumptions. Later, in Section 6.4, we empiricalpw
that this is indeed the case even in our interference-rididgéoor
setting.

Optimality of Parameters: Besides convergence, the other in-
teresting question is regarding the choice of the two tholelshy
and 5. When determining the best possible values, we seek to
satisfy all of the following objectives: i) avoid discontiens, ii)
avoid unnecessary probing, and iii) probe new channel wisitfffi-
ciently often in order to avoid getting stuck on a suboptiofennel
width. Clearly, these goals are contradictory. i) demaondsfhigh
value of 8 and ii) asks for lox and highg, respectively. On the
other hand, in order to meet the third objective, the thrielshmust
not be too strict, i.e., not too low far; not too high forg.

We determine the optimal values af and 8 using our mea-
sured data sets. For a given setting (say, for a given distanc
attenuation between sender and receiver), and for conuedte
ues ofa and 3, we compute the long-term average throughput
Tsw(a, ) = limi—oo 7>, T, thatSampleWidth achieves when
starting at some arbitrary width. L&t pr denote the average
throughput achieved by a hypothetical optimal algorithit ton-
stantly transmits using the best possible channel width. ceve
then define thefficiencyEsw («, §) of a parameter paif, 3) as
the ratio between the throughput achieveddaynplewidth() and
the optimum.Esw (o, 8) = Tsw (o, 3)/OPT.

For each pai«, ), we determinedZsw (o, ) based on our
measurement numbers in the emulator and indoor experimésits
disconnections incur a particularly high cost, we discednany
pair of « and g that results in a disconnection. For all remaining
pairs, we compute@sw («, 3) for all attenuations (emulator) and
all offices (indoor), and for all starting channel widths. blea2
shows the computed values. It can be seen that our choige-09
and3 = 18 provides optimal efficiency. Our choice af= 9 over
«a = 12 is based on better average efficiency.

B=12 | f=18 | =24 | 5=236
a=6 | 020 | 020 | 020 | 020
«=9 | 047 | 094 | 070 | 066
a—12 | 047 | 094 | 070 | 066
a—18| 047 | 091 | 069 | 063

Table 2: Efficiency Esw («, 8) of SampleWidth for different val-
ues ofa and 3, and for X = 5.

)

5.5 Optimizing for Energy

The SampleWidth algorithm can easily be adjusted to optimize
for other objectives. For instance, in order to minimize plogver
consumption of the sender (i.e., to pick the channel widdh ¢on-
sumes the least power-per-bit), we only change the deaisierin
Line 15. Instead of switching to the channel with highesbtigh-
put, we switch to the channel that is most energy-efficierttatT
is, we useE P J; instead ofl; to compare across different channel
widths, whereE P J; is the bits per Joule for channel widB. To
computeFE P J; for a sample interval, we need to know the number
of bits successfully transmitted and the total energy spemtom-
pute the first term, we count the successful transmissiortsfa
the second, we also use packet retransmissions, the desausad,
along with the power numbers from Section 3.3 (see FigurdrB).
general, these power consumption numbers may be diffecent f

different chipsets; we use the ones for our Atheros impleatzm.
We show in Section 6.3 that the adjusteaimplewidth algorithm
reduces energy consumption in comparison to fixed chanighw
algorithms.

5.6 Implementation

Our implementation oSamplewidth is spread across user and
kernel space as a daemon and a modified driver. Suitable hooks
are provided in the driver to enable the daemon to issue atilapt
commands. These hooks also enable the daemon to poll the driv
for stats such as the current data rate and number of retries.

The daemon is responsible for initiating and maintainiregdbn-
nection between the two nodes. The nodes send beaconsiperiod
cally, containing information about their adaptation daifiy, and
to advertise themselves to other nodes. When a node hasodata t
send to another node that has been detected in range, the node
form an ad hoc (peer-to-peer) network. When nodes connektt an
initiate a data session, the daemon initiates the adaptptilicies,
which in turn makes calls to the driver to switch the channieths.

Because changing the channel width requires coordinaten b
tween nodes (to ensure that both nodes are on the same channel
width), we implement a simple handshake protocol. A nodé¢ tha
wishes to change its channel width sends a request packieg¢to t
other node, and waits for an acknowledgement before swigahie
channel width. A node that receives a request packet svaitittee
channel width right after sending the acknowledgement. réteio
to be robust against lost requests or acknowledgementsnple-i
ment a backup rendezvous protocol. If after changing therosla
width, two nodes do not receive beacons for more than two sec-
onds, they switch to the narrowest channel width and resume ¢
munication. In Section 6.5, we show that the overhead ofchivig
widths is low in our implementation.

6. PERFORMANCE EVALUATION

In this section, we evaluateampleWidth along several dimen-
sions. We will show the following.

e In Section 6.1, we show th&amplewidth approximates the
throughput achieved by the optimal channel width for a raoige
distances and attenuations.

e In Section 6.2, using an experiment with mobility, we show
that its adaptation to changing conditions lets it outpenfthe best
fixed-width system by roughly 65%.

e In Section 6.3, we show ho®ampleWidth also saves power
by selecting the most energy-efficient channel width dejmendn
whether a data transfer is active.

e In Section 6.4, we show that current autorate algorithmsecom
close to finding optimal modulation, and that the rate-wskhrch
space is sufficiently smooth to justify the use of autorate lagild-
ing block for Samplewidth.

e Finally, in Section 6.5, we show that the switching overhefid
SampleWidth is small.

6.1 Choosing the Correct Channel Width

In this section, we evaluate how well the search strate@aoi-
plewidth is able to zero in on the optimal channel width. We con-
sider throughput maximization as the objective and pressnilts
from both emulator and indoor experiments. In the emulater,
vary signal attenuation in steps of 1 dB and compute the UDP
throughput for every available static channel width anchtbem-
pare it to the throughput achieved Bgmplewidth. The methodol-
ogy is similar for the indoor environment except that theewdre
separated by varying number of offices.

Figure 12 shows our results for both settings, averagedtbres
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Figure 12: Comparison of throughput achieved usingSam-
plewidth with that of static width schemes in emulator and in-
door settings.

runs. The plots show that for all attenuations and officeadists
the throughput achieved I83ampleWidth closely tracks the through-
put yielded by the optimal width. The maximum gap betwserm-
plewidth and optimal throughput in the indoor experiments is only
8.7%, which includes all overheads stemming from probing-ad
cent widths as well as switching widths itself.

[Width(MHz) | 5 ] 10 | 20 | 40 | SampleWidth |
[ Throughput [ 3.60] 5.17] 8.27] 7.92 ] 13.68 |

Table 3: Throughput achieved by fixed widths andSamplewidth
in an indoor mobile network.

6.2 Adapting during Mobility
The previous experiment shows tlgtmplewidth adapts to the
optimal width in stationary scenarios; we find that it is nienb
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Figure 13: Instantaneous and cumulative energy usage for th
ferent configurations.

involves transferring a 20MB file 25 seconds into the expenitn
We try all fixed widths ancsamplewidth.

Figure 13(a) shows the power consumption behavior in dietail
all configurations at the sender. The fixed width systems star
at their idle mode power consumption, move to their send mode
consumption level, and then come back to their idle modeldeve
SampleWidth starts out at the idle mode level for 5 MHz, because
that is least costly. When the transfer starts, it moveseaqtiwer
consumption level of 40 MHz, because that yields the leasepo
per-byte ratio. When the transfer finishes, it comes backéo t
5 MHz level. Figure 13(b) shows that through this adaptatsam-
plewidth is able to consume the least total amount of energy.

6.4 Efficiency of Autorate & Smoothness

SampleWidth uses autorate to probe channel widths and find an
efficient data rate. We justify this design choice by showtimat
modern autorate algorithms are indeed capable of achielisg
to optimal throughput. Figure 14 shows the suboptimalitieims
of reduction in throughput of using Atheros’s proprietaniaate
implementation on Windows XP in comparison to using the best

enough to adapt well in mobile scenarios as well. We conduct a possible modulation in a stationary indoor setting. Thedrntant

simple experiment in an indoor setting with a UDP transfer be
tween two laptops. The receiver is positioned in a fixed iocat
and the sender moves along a fixed trajectory at roughly aonhst
speed. For different trials of this experiment, the laptapseither
fixed on one channel width or usamplewidth. Since estimat-
ing the optimal throughput in this setting is difficult, weatvate
SampleWidth by comparing it to the throughput of fixed-width sce-
narios.

Table 3 shows the throughput of the fixed width configurations
and of Samplewidth. We see thaSampleWidth improves through-
put by roughly 65% compared to the best fixed-width (20 MHz).

6.3 Reducing Power Consumption

We now evaluate the effectivenessaimplewidth towards con-
serving power. In this experiment, each trial is one minatgland

observation is that at all measurement points, autorat®npes
within at most 16% of the optimal data rate.

1 2 3 4 5 6 7 8 9
S 11.50[150]151|153|143|1.6|147]|1.6(1.63

In order to see whether autorate is sufficiently close to fite o
mum in order forSamplewidth to converge, recall the definition of
smoothnesss. Specifically, we have discussed in Section 5.4 that
if the average data rate obtained by autorate is by no moreaha
factor of S worse than the optimungampleWidth is guaranteed to
converge. Table 6.4 contains tievalues of our indoor measure-
ments. It shows that autorate is well within the requiredusacy
bounds indicated by these smoothness numbers and henas; it ¢
verges.
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Figure 15: CDF of switching overheads when switching be-
tween a series of two random channel widths.

6.5 Switching Overhead

Finally, we quantify the overhead of switching widths in cur-
rentimplementation. The setup consists of two laptops. I@ptep
broadcasts packets at a high rate, and also periodicallylitates
with the other laptop and switches channel width. We mealstine
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Figure 16: Maximum throughput at different office distances
for all channel widths.

in same office. In théar setting, the corresponding sender-receiver
pair are in the same office, but the two pairs are separatdd suc
that they can only partially hear each other. The loss raim the
sender of one flow to the receiver of the second is around 50% at
20 MHz with Modulation 6. We measure the throughput of each

the next broadcast packet was received. That is, this ticiadas
both the hardware switching time and the overhead of ourdioor
nation handshake, which is currently implemented in usacesp

In this experiments, one flow is always at 20 MHz. We vary the
channel width of the other flow.
Figure 16 shows that flows co-exist well in both settings.hia t

Figure 15 shows the CDF of switching overheads encountered pggr setting, when the other flow is at 5 or 10 MHz, the sum of

for a series of random channel width changes. The results sho
that the median switching time is 17 ms and the maximud is.
These are small enough for most applications to not notieeiith
derlying switch.

7. WIDTH INTEROPERABILITY

An important concern regarding what we propose in this paper
is cross-width interference.e., interference between transmissions
on different channel widths but the same center frequentyo-
day’s Wi-Fi networks, nodes typically operate on orthodafean-
nels. The cross-channel interference is usually low, arathye
nodes on the same channel reduce simultaneous transrsission
ing a combination of physical and virtual carrier sensingir{g
network allocation vector, or NAV). In our proposed worlaywh
ever, nodes will share overlapping frequency blocks, witt@ing
able to virtually carrier sense each other because theyotale
code each other’s transmissions. If physical carrier sgnsihich
would still continue to function, is not sufficient to preterodes
from trampling each others transmissions, the radio enwient
will become unusable.

While evaluating this aspect comprehensively is difficuitinim
the scope of this paper, we present preliminary evidendepthyes-
ical carrier sense may suffice to limit most simultaneoussinais-
sions. We use two diverse settings, which we call “near” dad'*
Both settings have two flows. In tearsetting, all four nodes are

the throughputs of the two flows does not add to the througbput
the 20 MHz flow alone, because of a version of thte anomaly
problem [11]. The rate anomaly problem refers to the casenwhe
a low modulation transmitter reduces the total throughguhe
network. It occurs because the 802.11 MAC allows transrsitte
send the same number of packets. But since the low modulation
packets occupy the medium much longer, its presence rethte¢s
network throughput. The same effect happens with narroivan-c
nels because their transmissions occupy the medium lomgese
experiments suggest that different widths on overlapppegsum
blocks can co-exist.

8. RELATED WORK

The width of a wireless communication channel is one of the
most important parameters in wireless communication. &irp
ingly, fixed channel widths have been taken for granted ituvir
ally all wireless networking research. In comparison, p#r@bs
for improving network characteristics, such as transroispower,
frequency assignment, or modulation have been investigate
tensively. Our discussion in Section 4-B on load-balanéman-
frastructure based WLAN networks exemplifies this point. i/h
numerous approaches to alleviate this problem have be@oged
based on power control, channel assignment, client-aatsmtj or
rate-adaptation, channel width is always assumed to beéarins

Most recently, the wireless industry has begun explorirgute



of different (albeit static) channel widths. For examples 2007
version of the IEEE 802.11 standard [1] specifies 5 and 10 MHz
wide channels for use in the 4.9 GHz public safety bands. The
WiMax [24] standard specifies 8 different channel widthsnhai
for compliance in international markets and to meet FCCleegu
tions. Atheros has a proprietary Turbo mode, in which an AP ca
use 40 MHz wide channels if a client is turbo-mode capablev-Ho
ever, the allocation of channel width is static, i.e. eitB@ror 40
MHz. Turbo mode does not operate in ad hoc mode. It is also
known to be extremely unfair to legacy 20 MHz transmissions i
its vicinity [22]. In this paper, we go beyond these excittayel-
opments in the industry. We show that it is possible and beiaéfi
to adaptthe channel width based on application and system re-
quirements. We also show how different bandwidths can dst-ex
without causing the unfairness of Atheros Turbo mode. Inelaém
of communication in cognitive radio networks over TV banaois
previous work on KNOWS [26] implicitly uses a notion of adiapt
channelization. However, the work does not specificallyl@e
practical benefits of adaptive channel width.

One technology to adapt spectrum utilization is Orthogémet
quency Division Multiple Access (OFDMA) [24]. Itis an extgon
of OFDM, in which different subcarriers within a fixed widtjrs-
bol can be assigned to separate users. A user can be assamned n
contiguous subcarriers to improve resilience to narrowhater-
ference. We note that OFDMA is complementary to our approach
of changing channel widths. While we change the symbol ¢hmat
to explicitly influence spectrum utilization, OFDMA can pamul-
tiple users in the same symbol. Adaptive channel widths ¢an g
the benefits of throughput, capacity, range and power, vthése
benefits can be further enhanced using OFDMA technology.

9. CONCLUSIONS AND FUTURE AGENDA

In this paper, we demonstrate for the first time how—using-sta
dard, off-the-shelf hardware—the channel-width of IEER.8Q-
based network communication channels can be changed algpti
in software. Our measurements show that this can lead tdfsign
icant improvements in many of the desirable metrics in \egsl
networks: range and connectivity, battery power-consionpand
capacity. This, in turn, indicates that using channel-wik a new,
powerful tunable knob could lead to faster, less power-gonisg,
fairer, and ultimately better wireless networks.

Several hardware and software challenges must be met yo full
realize the benefits of adapting channel width. On the hamlwa
side, the most useful capability would be for radios to be dbl
decode packets at different widths (on the same centerdrexy).
This capability would eliminate the coordination cost frohannel
width adaptation and allow nodes to unilaterally adjusttivid’ he
implementation of this capability could be similar to howlis can
decode different modulations today: an initial headerdnaitted at
a lowest width reveals the width of the remaining packet.unex-
periments we observed leakage for narrower channels, petie
cause the hardware filter is designed for 20 MHz. A progranienab
filter for variables widths can reduce leakage and improvéope
mance when adjacent narrow channels are used.

On the software side, the combination of variable channéthsi
and multiple center frequencies offers rich possibilif@smprov-
ing system performance. Harnessing them requires newitigs
and models that are distinct from today’s graph-coloringghkfixed-
width channel assignment models. The possibility of vdeizban-
nel widths significantly changes the nature of the algorithpnob-
lem that now must be cast as “interval-allocation.” In aiddit the
varying capabilities of different channels, fragmentatémncerns,
and coordination cost must also be considered.
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