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Abstract
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Co-Chairs of the Supervisory Committee:
Associate Professor David J. Wetherall

Computer Science and Engineering

Professor Thomas E. Anderson
Computer Science and Engineering

A fundamental characteristic of the Internet, and increasingly other networked systems,

is that it is controlled by many independent parties that act in their own interests. These

parties, known as Internet service providers (ISPs), cooperate to provide global connectiv-

ity even though they often have competing interests. With current routing protocols, this

competition induces each ISP to select paths that are optimal within its own network. The

result is that paths across multiple networks can be poor from a global perspective.

I present Wiser, a protocol that shows it is possible to achieve efficient global routing

in practice even when ISPs select paths in their own interests. Wiser is based on “barter”

between pairs of adjacent ISPs: each ISP selects paths that respect the concerns of the

neighboring ISP as well as its own in return for the neighbor doing the same. To encourage

ISPs to adopt Wiser, it is designed to maintain their autonomy, e.g., it does not require

sensitive internal information to be disclosed, and individual ISPs do not lose compared to

routing in the Internet today. Wiser can be implemented as an extension to current Internet

routing protocols and deployed incrementally.





To evaluate Wiser, I experiment with measured ISP topologies and a router-level proto-

type. I find that, unlike Internet routing today, the efficiency of Wiser is close to that of an

ideal routing that globally optimizes network paths for metrics such as path length or band-

width provisioning. I further show that these benefits come at a low cost: the overhead of

Wiser is similar to that of the current Internet routing protocol in terms of routing messages

and computation.
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Chapter 1

INTRODUCTION

The most important change in the Internet architecture over the next few

years will probably be the development of a new generation of tools for

management of resources in the context of multiple administrations.

David Clark, 1988

Design Philosophy of the DARPA Internet Protocols

A defining characteristic of many large-scale distributed systems is that parts of them

are controlled by independent parties that must cooperate to provide a useful service. But

often these parties have competing interests, i.e., their interests are not completely aligned

with each other. The reasons for this non-alignment include, but are not limited to, direct

economic competition between the parties. Examples of such distributed systems include

the Internet and email, in which global connectivity is provided by competing providers,

and peer-to-peer and wireless networks that have users who are more interested in consum-

ing rather than contributing resources [2, 104].

Competition induces these parties to hide information and make selfish decisions, which

can degrade the efficiency and the stability of the system [2, 71, 87, 109]. For instance, a

common practice in the Internet today is early-exit routing, in which the Internet service

providers (ISPs) transfer packets to their neighboring ISPs at an interconnection that is
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closest to the point of entry in their own network without regard to the destination of the

packets inside the neighbor’s network. While this minimizes the resources consumed in

the upstream ISP’s network, it can inflate the length of the end-to-end path of these pack-

ets [109].

Protocols for competitive environments must ensure efficient and robust operation in

the face of selfish behavior by the constituent parties. The pervasiveness of competition

today makes designing such protocols an important research agenda, and one that spans

distributed systems, economics, theoretical computer science, and sociology [39, 38, 89, 87,

49]. But designing such protocols is challenging. The protocols must reflect the interests

of individual parties and be robust against strategic behavior which can include deviation

from the protocol specification itself. At the same time, they must be scalable and easy

to implement and deploy. Perhaps because of these challenges, there are few successful

examples of such protocols, even though their need was articulated by Clark seventeen

years ago (see the quote above) [29]. Their continued scarcity is underscored by the fact that

he reiterated it recently [30]: “The challenge facing Internet research and engineering is to

recognize and leverage [the presence of competing interests] – at minimum to accommodate

it.”

In this dissertation, I address this challenge in the context of Internet routing, with

the hope that lessons from this concrete example will be applicable to a broader class of

competitive-yet-cooperative systems. The Internet consists of thousands of ISPs, none of

which has a global reach. Cooperating by carrying data for one another is how they provide

global connectivity to their customers. But often these ISPs also compete with one another

as business entities, for instance, for the same set of customers. This motivates the ISPs to

be selfish. Because of the way in which this selfishness manifests itself today, it degrades

the efficiency of routing paths and the performance of applications that use the Internet.

My solution is a practical protocol, called Wiser, in which pairs of ISPs barter with each

other for mutual gain. I use Wiser to demonstrate that, even when ISPs continue to act in

their own interests, it is possible to achieve efficient routing that is close to an ideal sys-
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Figure 1.1: Locally optimal path selection leads to longer paths as well as higher costs for

ISPs. Each cloud represents an ISP and the horizontal lines represent the interconnections

between them. (a) Early-exit routing: each ISP selects a locally optimal interconnection for

traffic leaving its network. (b) A routing pattern that has shorter paths and is better for both

ISPs when considering traffic flowing in both directions.

tem that is globally optimized. Below, I discuss the problems with Internet routing today,

requirements that a practical solution must satisfy, and why existing proposals are insuffi-

cient. I then provide an overview of my approach and solution, including its contributions.

1.1 Internet Routing Today

Routing in the Internet today operates at two logically distinct levels. Intradomain rout-

ing is used by ISPs to reach destinations inside their own networks. Interdomain routing,

which is the subject of this thesis, is used by ISPs to reach destinations inside other ISPs’

networks. As part of interdomain routing, neighboring ISPs carry traffic for each other

based on bilateral contracts.

ISPs tend to select locally optimal interdomain routing paths because the cost that an

ISP incurs for carrying a packet depends on the path inside the ISP and because ISPs have

limited knowledge about other ISPs’ networks. Thus, for each packet that an ISP controls,

it selects a path that minimizes the local cost, largely disregarding the cost incurred by
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other ISPs. This can lead to inefficient and unstable routing paths. Paths can be inefficient

because locally optimal routing decisions can be poor from a global standpoint [109, 105,

118]. For instance, early-exit routing, shown in Figure 1.1, leads to longer than necessary

paths. Longer paths are undesirable because they consume more resources in the network

and the performance of most applications is inversely correlated with path length.

Paths can be unstable because the actions of ISPs influence each other. Since an ISP’s

path selection is based largely on local concerns, it can adversely impact another ISP, for

instance, by causing congestion. In some cases, the other ISP will react by changing its

own path selections, and in the worst case, cycles that lead to long-term instability can

arise. One such incident that I am aware of involved two large ISPs and lasted for two

days [46].

Lacking protocol support to address inefficiencies and instabilities that arise in practice,

ISPs try to reduce the occurrence of serious problems through network engineering. For

instance, to minimize the ill-effects of early-exit routing, they interconnect widely. While

this makes the common case acceptable, it does not eliminate all problems. To fix the

remaining problems, ISPs rely on “tweak and pray” [37, 10], or manual re-configuration

of routing (as was the case in the incident above). Manual control of routing is unreliable.

For instance, one study found that more than three quarters of new routing messages result

from configuration errors [73]. Manual control also increases the cost of operating an ISP

network, which is ultimately borne by the end users.

In addition to poor efficiency and reliability, current Internet routing also leads to a

higher than necessary cost of carrying traffic for all ISPs. For instance, early-exit routing

in Figure 1.1(a) is more expensive for both ISPs compared to the routing in Figure 1.1(b)

because the total cost to carry the two flows incurred by each ISP is more. Even so, ISPs

continue to use locally optimal paths because the current protocols provide no incentive to

move away from this behavior – the cost of carrying traffic can be higher for an ISP when

it does not select locally optimal paths while other ISPs continue to do so. I believe that,

given protocols that preserve their interests, ISPs will cooperate to improve routing. This
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is evidenced in their use of ad hoc manual cooperation today to fix problems. Reflecting

ISPs’ interests is therefore central to the design of the routing protocol presented in this

dissertation.

1.2 Goal

My goal is to design a practical protocol that enables ISPs to automatically discover ef-

ficient routing paths. Being practical requires that the overhead of the protocol, in terms

of factors such as implementation and routing message complexity, not be much higher

than that of the currently deployed protocols. It also requires that the protocol preserve

the autonomy of individual ISPs, which implies the following in the context of Internet

routing. First, ISPs should not be required to disclose sensitive internal information about

their networks, such as monetary cost, topology or performance, because ISPs are reluctant

to share this information. This reluctance stems from competitive concerns, i.e., fear that

a competitor might use this information to its advantage. Second, ISPs should be able to

reflect diverse optimization criteria, because different ISPs optimize their networks differ-

ently. For instance, some ISPs minimize path length and some minimize link utilization.

Third, individual ISPs should not lose compared to the routing today. I refer to this prop-

erty as win-win, and in its absence, ISPs that lose will have little incentive to adopt any new

protocol.

The conceptual framework in Figure 1.2 illustrates my goal. It shows the extent to

which parties make local decisions on the x-axis and the routing quality, measured in any

unit of interest, on the y-axis. I coarsely divide the x-axis into two halves. In the right half,

ISPs make decisions in social interest. In the left half, ISPs make autonomous decisions

in self-interest. Consider the two extreme operating modes on the x-axis. On the right is

anarchy, in which the competing parties route data based on self-interest and without any

coordination with other parties. While today’s routing is not a complete anarchy because

ISPs operate within a contractual framework, it is close to being one, especially in the way

most routing paths are selected [109]. Anarchy is undesirable if it leads to poor routing
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Figure 1.2: A conceptual framework for routing between independent parties.

quality. The other extreme is order, in which the parties route data based purely on social

interests, to globally optimize routing quality. This operating mode completely ignores

the interests of individual parties, and as such, it will emerge only in a heavily regulated

network. The difference in the quality of routing between order and anarchy is known as

the price of anarchy [87]. Low quality of anarchic routing leads to a high price of anarchy.

However, anarchy is not the only operating mode that preserves ISPs’ autonomy. In

particular, ISPs can coordinate if it meets all of the requirements specified above. Such

coordination is self-enforcing in that it does not require regulation to be sustainable [9].

The price of autonomy can be similarly defined as the difference in the quality of routing

between order and autonomous coordination. The goal of this work, depicted by “Wiser”

in the figure, is to design a protocol that achieves high routing quality with low-overhead

coordination that preserves ISP autonomy. The efficiency of any concrete routing protocol

provides an upper bound on the price of autonomy in the Internet.

1.3 Existing Solutions

Existing protocols to improve the efficiency of Internet routing are insufficient to address

the challenges posed by a competitive environment. I review existing work in detail in

Chapter 7, but it can be divided into two categories. The first category is composed of
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techniques that individual ISPs can use without coordination with others to improve their

own traffic [119, 91, 37, 120]. However, such techniques do not encourage ISPs to stop

selecting locally optimal paths in favor of paths that are better from a global perspective.

An ISP that stops selecting locally optimal paths stands to lose because, in the absence of

any coordination, it is not guaranteed that other ISPs will reciprocate. The failures of these

techniques to extricate ISPs from the lose-lose situation of anarchy implies that they have

limited effectiveness in practice [90]

The second category is that of techniques that rely on ISP coordination [3, 79, 38,

69, 127, 128]. However, their coordination mechanisms do not reflect one or more of

the ISPs’ interests mentioned above. Some require ISPs to disclose sensitive information

such as the monetary cost of carrying traffic [38, 79, 3]; some do not enable ISPs with

diverse objectives to coordinate their routing and instead assume that all ISPs have the

same optimization criteria [69, 128]; and some do not lead to win-win routing [69, 128].

As a result, these techniques face significant adoption hurdles [53].

1.4 My Approach

My approach to designing a practical and efficient routing protocol is based on bilateral

barter between adjacent ISPs and agnostic costs. With bilateral barter, an ISP does a favor

to its neighboring ISP by selecting paths that account for both the local cost as well as the

cost incurred by the neighbor; the neighbor returns the favor when it selects paths for the

traffic that it sends to this ISP. Unlike routing today, bilateral barter encourages ISPs to

reflect global costs while selecting paths. For instance, it can lead to the routing pattern in

Figure 1.1(b): the left ISP does a favor to the right ISP by using the middle interconnection,

instead of the bottom one, for traffic leaving its network, and the right ISP returns the

favor for traffic leaving its network. The insight underlying barter is that when ISPs take a

holistic view of the traffic they exchange, their interests are not completely opposed to each

other. Optimizing individual paths can lead to a gain for one ISP and a loss for another,

but systematically optimizing across the entire set of paths can benefit both ISPs because
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the loss from optimizing an individual path is usually smaller than the gain. Even though

bilateral barter focuses on improving the situation for individual ISPs, I show that it leads

to better end-to-end paths as well.

Agnostic costs form the basis of information sharing between ISPs, which is required to

implement barter so that one ISP knows what paths are preferred by the other. These costs

represent cardinal preferences – whose relative magnitude is of significance – of an ISP

for various paths within its network. They are derived from the ISPs’ internal optimization

criterion such as minimizing resource usage. With agnostic costs, ISPs are not required to

directly disclose sensitive information about their network, and ISPs can control how much

information is disclosed. ISPs are not required to disclose either the optimization criterion

or the derivation methodology. Agnostic costs also enable ISPs with diverse objectives

to coordinate. Cardinal preferences are more expressive than ordinal preferences – whose

ordering but not relative magnitude is of significance – which ISPs disclose today as part

of a commonly used routing mechanism. I show that, unlike ordinal preferences, cardinal

preferences provide an effective basis for efficient routing.

1.5 My Solution: Wiser

In this dissertation, I present Wiser, a practical routing protocol based on bilateral barter and

agnostic costs. With Wiser, downstream ISPs disclose their agnostic costs to upstream ISPs

as part of their routing announcements, and the upstream ISPs select routing paths based on

both their internal costs and the downstream ISPs’ costs. The costs are weighted such that

the resulting paths are sensitive to the concerns of both ISPs, rather than being dominated by

one of them. I build on existing off-line contracts between neighboring ISPs to make Wiser

less vulnerable to strategic manipulation, by restricting the degrees of freedom available to

ISPs. These restrictions stem from normalizing ISPs’ costs to satisfy a certain criterion and

placing a contractual limit on the average cost an ISP incurs for carrying traffic received

from another ISP.
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I evaluate the efficiency, overhead and robustness to cheating of Wiser using measured

ISP topologies and realistic workloads. I study efficiency in scenarios with both compara-

ble and incomparable ISPs’ objectives. For comparable objectives, I consider two metrics

motivated by current problems with the Internet routing [109, 62]. The first metric is the

length of Internet paths, which directly impacts application performance. The second met-

ric is a measure of the amount of bandwidth provisioning ISPs require to deal with load

variations, e.g., variations due to failures. For both metrics, Wiser is more efficient than

anarchy which I model using current routing practices, and its efficiency is close to optimal

routing, a hypothetical scenario in which the routing is globally optimized using complete

information. Compared to optimal routing, the average path length is only 4% higher with

Wiser and 13% higher with anarchy. While this average gain is useful, the key difference is

in the tail of the path length distribution. The worst 1% of the paths are 6 times longer with

anarchy but only 1.5 times longer with Wiser. For the bandwidth metric, Wiser reduces ISP

network provisioning requirements by 8% on average compared to anarchy. With incom-

parable ISPs’ objectives, I find that Wiser enables ISPs to cooperate such that each gains

according to its own objective, and efficient end-to-end paths are obtained when ISP objec-

tives are partially grounded in metrics of interest to end users. For the cheating strategies

that I study, I show that Wiser limits the gains for dishonest ISPs and the losses for honest

ISPs.

I implement Wiser in XORP [129], an experimental router platform, and in SSFNet [113],

a network simulator, to study its overhead along several dimensions. I find that it is easy to

implement: starting from implementations of the current routing protocol, it requires less

than 6% additional lines of code. The overhead due to routing messages generated by Wiser

is similar to that of the current interdomain routing protocol. For normal routing workloads

that routers experience today, the computation overhead of Wiser is within 15 to 25% of

the current protocol.

My results are of course limited to the topologies, workloads and ISPs’ behaviors that

I study. They are intended to be indicative of what will happen in a real deployment.
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As a tool developed for strategic parties, Wiser provides a framework within which ISPs

can cooperate, but how they chose to do so is hard to predict in advance [30]. In partic-

ular, Wiser produces efficient routing when ISPs disclose agnostic costs that reflect their

objectives and when they select paths as recommended by the protocol. While I argue

that ISPs have an incentive to do so, whether a particular ISP chooses to depends on that

ISP. Similarly, while Wiser will likely lead to stable routing if ISPs follow certain sim-

ple guidelines and network engineering practices, it does not guarantee stability under all

possible scenarios. (This is similar to today’s interdomain routing protocol, and the sta-

bility of routing in large networks, even under non-strategic behavior, is an open research

question [125, 122, 6, 14, 106].)

1.6 Thesis and Contributions

The thesis supported by my dissertation is that a protocol based on bilateral barter between

adjacent ISPs that act in their own interest can lead to efficient routing in the Internet

and can be practically implemented. By efficient, I mean that when ISPs use comparable

metrics the routing quality is close to optimal routing which is globally optimized with

complete information. By practical, I mean that the protocol preserves ISP autonomy, as

per the requirements specified in Section 1.2, and its complexity, measured in terms of

implementation, message, and processing requirements, is comparable to that of today’s

interdomain routing protocol.

The key contributions of my work are:

A novel approach for Internet routing with competing interests Wiser is based on a

novel approach that combines bilateral barter and agnostic costs. Bilateral barter takes a

holistic view of traffic exchanged between two adjacent ISPs, which enables efficient and

win-win routing. Agnostic costs, or cardinal preferences, enable ISPs with diverse objec-

tives to coordinate and limit the amount of information that ISPs are required to disclose.

My evaluation shows that the combination of the two produces routing that is almost as
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efficient as potentially more complicated approaches based on multilateral coordination or

global currency. It also suggests that simplifying my approach further would reduce effi-

ciency.

A practical and efficient Internet routing protocol To my knowledge, Wiser is the first

interdomain routing protocol that is both practical and leads to efficient routing. Wiser

preserves ISP autonomy and has low overhead. It can be deployed in a framework that is

similar to the current routing protocol. It retains today’s simple monetary exchange prac-

tices in which payments between ISPs are coarsely tied to the amount of traffic exchanged,

independent of the destination of the traffic. It also retains the current pair-wise contractual

structure in which only neighboring ISPs have contracts with each other. Wiser is incre-

mentally deployable in that two adjacent ISPs can use it to improve routing between them

without waiting for deployment by other ISPs.

Understanding the impact of anarchy and autonomy in the Internet My evaluation

provides insight into the impact of anarchy and autonomy in the Internet. I show that

while the efficiency of anarchy in the Internet today is acceptable on average, likely due to

network engineering by ISPs, it is poor for a small fraction of paths. The unreliability and

operational cost associated with the manual control that is required to fix the poor paths

suggests that the price of anarchy is high in the Internet. I also show that, for the topologies

and workloads that I study, the efficiency of Wiser is uniformly high, which suggests that

the price of autonomy is low.

To further understand the results above, I use simple analytic models to compute the

efficiency of Wiser as a function of ISPs’ internal costs of carrying traffic. The analysis

predicts that Wiser is efficient when ISP costs are similar but inefficient otherwise. With

dissimilar ISP costs, the efficiency is low because of the win-win requirement. That the

efficiency of Wiser is high in practice suggests that the costs of ISPs that interconnect in

multiple places tend to be similar.
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1.7 Organization

The remaining chapters of this dissertation are organized as follows. In Chapter 2, I provide

a brief background on Internet routing. I discuss the requirements for routing protocols for

competing ISPs in Chapter 3 and describe Wiser in Chapter 4. In Chapters 5 and 6, I em-

pirically and analytically evaluate Wiser. I review related work in Chapter 7 and conclude

in Chapter 8.
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Chapter 2

BACKGROUND AND MOTIVATION

In this chapter, I provide a background on Internet routing, with a focus on aspects that

are relevant to this thesis, and illustrate the shortcomings of the current routing protocol.

2.1 Background

This tutorial is divided into two parts. The first part describes the current structure of the

Internet, and the second part describes routing in the Internet.

2.1.1 Structural Organization of the Internet

From the perspective of routing, the Internet is an internetwork, or a network of networks.

The individual networks are referred to as autonomous systems (ASes) and identified by

their AS number which is a unique integer that serves as their identity. While some ASes

are owned by organizations such as universities and corporations, others are owned by ISPs

(Internet service providers), or commercial entities in the business of selling access to the

Internet. The distinction between an ISP and an AS can be ignored for the purposes of this

dissertation, and I use these terms interchangeably. Pairs of ASes connect to each other

at one or more interconnections points. It is common for a large AS to interconnect to

many other ASes and to have multiple interconnections, for example, in different cities,

to other large ASes. An example internetwork is shown in Figure 2.1 in which each cloud

represents a different ISP. In reality, ISPs have overlapping geographic coverage, but I show

non-overlapping clouds for visual clarity. I also abstract away the network structure internal

to the ISPs.
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Figure 2.1: An example internetwork to illustrate the properties of Internet routing. Each

cloud represents a different ISP and the solid lines between them represent interconnec-

tions. Routing information includes destination IP prefixes and AS-path and flows from the

downstream to upstream ISPs, which is the opposite of the direction of data traffic.

Neighboring ISPs exchange traffic with each other based on bilateral contracts. End-

to-end connectivity is achieved through a series of bilateral contracts. In Figure 2.1, traffic

from B to G may go though O because of a contract between B and O and another contract

between O and G. Contracts define the commercial relationship between the ISPs and the

basis of monetary exchange, which tends to be simple in the current Internet. Common re-

lationships include customer-provider, peers, and siblings [85, 45]. In a customer-provider

relationship, the customer ISP pays the provider ISP to send as well as receive traffic. The

amount of payment is usually a function of 95th percentile usage averaged over five minute

intervals, i.e., maximum usage after discounting 5% of the peak usage intervals. Peers are

often competitors that benefit from direct access to each other’s customers. Typical con-

tracts between peers require no monetary exchange as long as the ratio of the traffic in the

two directions is within a factor of two. Siblings are friendly or related networks that pro-

vide unconditional and free transit to each other. Because the quantity of interest in current
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contracts is the total traffic crossing the ISP boundary, independent of the source or the

destination of the traffic, ISPs are incented to minimize the resources a packet consumes

inside their networks. This potentially enables them to carry more traffic.

Based on ISP relationships, the ISPs in the Internet can be informally classified into

tiers [85, 116]. Tier-1 ISPs are the few biggest providers in the Internet and peer with each

other. Tier-k ISPs are usually customers of ISPs that are tier-(k-1) or lower.

2.1.2 Routing in the Internet

As mentioned earlier, routing in the Internet operates at two logically distinct levels. In-

tradomain routing determines how ISPs route to destinations within their networks, and

protocols for intradomain routing are known as interior gateway protocols (IGP). Inter-

domain routing determines how ISPs route to destinations outside of their network. This

thesis focuses on interdomain routing because it is where ISP competition plays out.

For interdomain routing, ISPs use the Border Gateway Protocol (BGP) to exchange

reachability information with each other [95]. As illustrated in Figure 2.1, routing informa-

tion flows in the direction opposite to the flow of data, from downstream ISPs to upstream

ISPs. The routing information today includes the IP address prefix specifying the destina-

tion and the list of ISPs along the path, known as the AS-path, to the destination. It does not

include information on the performance or cost of the path. ISPs are reluctant to share this

information because they worry that any disclosed information might be abused by their

competitors. For instance, if an ISP discloses the monetary cost of carrying traffic between

pairs of cities, a competitor can potentially infer the ISP’s profitable paths and use that

information to undercut the ISP’s profits by adding more capacity of its own along those

paths.

When multiple paths to a destination are available to an upstream ISP, it uses local

policies to select the path. The commercial relationships with neighboring ISPs play a

central role in these policies. Driven by monetary implications, ISPs usually prefer to send

traffic through customers, peers and providers, in that order. Within these groups, ISPs
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usually select paths based on AS-path length, assuming that it reflects end-to-end path

quality. Among paths with the same AS-path length, ISPs use local optimization criterion

(see below) as the basis for path selection. Early-exit routing, in which ISPs select the

locally optimal interconnection while sending traffic to their neighbors, is an example of

such a path selection policy. The use of AS-path length as a basis for path selection suggests

that, in addition to local concerns, end-to-end path quality (which customers value) is also

important to ISPs. However, AS-path length is a poor indicator of end-to-end path quality

in practice [118], and it is also often non-discriminating because many paths have the same

length [90]

The local optimization criterion varies across ISPs. Being independent businesses, ISPs

have different perceptions of what their customers want. Combined with the fact that the

structure of different ISP networks is different [110], this leads to different optimization

metrics. For instance, some ISPs minimize the average distance traversed by the traffic

they carry, some ISPs minimize congestion, and yet others maximize the amount of traffic

they can carry.

The original design of BGP [67] lacked support for optimizing network traffic, for

instance, to balance network load, improve traffic performance, or reduce resource con-

sumption. Over time, many ad hoc mechanisms have been added. Two mechanisms that

are commonly used today are multi-exit discriminators (MEDs) and AS-path prepending.

MEDs are used between two ISPs that interconnect in multiple locations to influence how

traffic enters the downstream ISP. The downstream ISP attaches ordinal preferences to rout-

ing messages which encode how it wishes to receive traffic to that destination. Whether the

upstream honors MEDs is contractually determined by the two ISPs. When honoring them,

the upstream ISP selects the interconnection that is most preferred by the downstream ISP.

With AS-path prepending, the downstream ISP artificially increases the AS-path length in

routing messages going out via certain interconnections by adding its AS number multiple

times. This reduces the traffic on that interconnection if the upstream ISPs consider this

path to be longer and are less likely to use it. None of the current path selection mecha-
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Figure 2.2: Early-exit routing leads to longer paths and a higher resource consumption

inside both ISPs. (a) Early-exit routing pattern. (b) A routing pattern that is better for both

ISPs. (c) Late-exit routing pattern that would emerge if MEDs are used.

nisms enable ISPs to jointly select paths. Either the upstream or the downstream is able to

unilaterally determine routing paths.

2.2 Ill-effects of Internet Routing

ISPs in the Internet tend to prefer locally optimal paths without regard for other ISPs be-

cause BGP does not enable path selection that accounts for the individual concerns of all

ISPs. The result is inefficient and unstable routing, which ultimately also increases the

operational cost of ISP networks. Below, I use examples to illustrate these problems.

The first example concerns the efficiency of routing paths and the resource consumption

inside ISPs’ networks. Consider the two ISPs shown in Figure 2.2, with traffic flowing in

both directions. Today, using early-exit routing, each ISP uses the locally optimal inter-

connection to transfer traffic to the other, resulting in the routing pattern of Figure 2.2(a).

But consider the routing pattern of Figure 2.2(b) in which both ISPs use the middle inter-

connection. This pattern not only consumes fewer resources inside each ISP, which is the

motivation behind early-exit routing, but also leads to shorter paths. Thus, locally optimal

path selection hurts ISPs as well as applications. (Under certain topological assumptions
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the length of paths due to early exit routing can be up to three times that of shortest-path

routing [54], though I show that it is usually less in practice.)

There is no straightforward way to achieve the routing pattern of Figure 2.2(b) with

BGP. For instance, the use of MEDs leads to “late-exit” routing shown in Figure 2.2(c).

When the ISPs agree to honor each other’s preferences for incoming traffic, the traffic will

use the link that is closest to the destination. Done consistently, this situation is simply the

reverse of early-exit. For this reason, some ISPs manually look at the neighboring ISP’s

topology to decide if and for which destinations using MEDs might be useful [76].

While the situation above was hypothesized using the properties of Internet routing,

such routing inefficiencies have been observed in practice. One such incident involved

AT&T and Sprint, two tier-1 ISPs [109]. In this incident, traffic from San Francisco inside

AT&T to San Francisco inside Sprint was being transferred at the Seattle interconnection

even though the ISPs also interconnect in San Francisco. This was a result of AT&T op-

timizing its own network to avoid certain overloaded links, without any knowledge of the

Sprint’s network. Both ISPs would have been better off by coordinating their routing,

which would have reduced resource consumption and improved traffic performance. The

necessary coordination, however, could not have been achieved using currently available

mechanisms.

My next example concerns managing overload after unexpected changes in the topology

or traffic such as failures or flash crowds. Consider the two ISPs in Figure 2.3(a), with traffic

flowing from ISP-A to ISP-B. Assume that the middle interconnection fails and ISP-A re-

routes the affected traffic based on local conditions, as shown in Figure 2.3(b). Suppose this

overloads ISP-B, which reacts by shifting some traffic to the top interconnection, as shown

in Figure 2.3(c). Now suppose that the action of ISP-B overloads ISP-A, and it reacts by

shifting traffic back to the bottom link, as shown in Figure 2.3(d). The result is a return to

the situation of Figure 2.3(b), and continuing the cycle of influence. Figure 2.3(e) shows a

routing pattern that is acceptable to both ISPs. But, as before, there is no straightforward

way today to discover this configuration.
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Figure 2.3: Unilateral traffic movements lead to instability. (a) The routing pattern before

the failure of the middle interconnection. (b) ISP-A responds to the failure by moving both

flows to the bottom interconnection, which congests ISP-B. (c) ISP-B reacts by moving the

dotted flow to the top interconnection, which congests ISP-A. (d) ISP-A reacts by moving

the dotted flow back to the bottom interconnection, which again congests ISP-B. (e) A

routing pattern that is acceptable to both ISPs.

This example is adapted from a real incident between two large ISPs. Typically, ISPs do

not react automatically to overload in their networks; in the incident, operators were man-

ually moving the traffic by changing their path selection policies and the routing messages

they sent to each other. They were stuck in this cycle for two days before they discovered

the root cause of the problem and settled on a mutually acceptable solution.

The problem above can be considered another form of inefficiency – in terms of network

provisioning – with the current routing. To avoid such instabilities, ISPs highly overprovi-

sion their networks today. A better routing protocol can reduce the provisioning required
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by making ISPs respect other ISPs’ capacity constraints. (While most ISPs overprovision

today, the provisioning level was insufficient to avoid the problem in this case.)

A common theme in the examples above is that all ISPs suffer because of locally op-

timal path selection. In this sense these problems are not a fundamental consequence of

competing interests, and they can be addressed if ISPs have a protocol to facilitate coop-

eration. To be practical, such a protocol must reflect the interests of ISPs. For instance, in

the first example, sharing more information by itself is not sufficient to achieve the routing

pattern of Figure 2.2(c). The left ISP may not move its traffic, even when it knows that

the movement leads to shorter end-to-end paths, unless the right ISP moves its traffic as

well. Otherwise, the resource consumption inside the left ISP would be higher compared

to doing nothing. The protocol must ensure that neither ISP loses. In the next chapter, I

discuss this and other requirements that a practical routing protocol must meet.
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Chapter 3

PROBLEM AND SOLUTION REQUIREMENTS

In this chapter, I state in detail the problem that my work addresses and the requirements

that any solution must satisfy to be practical.

3.1 Problem Statement

Consider an internetwork of many ISPs. Each ISP is a network of nodes and links. While

ISPs have complete information about their networks, such as latency and utilization level

of internal links, they know little about other ISPs’ networks. The traffic in this internetwork

consists of a set of flows, where a flow is the collection of packets between two distinct

nodes. The path of a flow is the sequence of nodes traversed by it, possibly across multiple

ISPs. The routing pattern is the set of paths for all the flows.

ISPs incur a cost for each flow that traverses their network. Different ISPs measure this

cost differently, based on the internal state of their network, their optimization goals, and

the path of the flow. I assume that each ISP aims to minimize its total cost of carrying

traffic, which is the sum of the costs of individual flows that traverse its network.

My goal is to design a practical interdomain routing protocol that enables ISPs to com-

pute efficient routing patterns. Recall that an interdomain routing protocol helps ISPs de-

termine paths to destinations outside of their network. Properties that make a protocol

practical in this context are specified in the next section. The ideal efficiency goal for a

routing protocol is social optimality, i.e., it should minimize the sum of costs incurred by

all ISPs. But when ISPs use incomparable cost measures, socially optimal routing is not

defined. My goal is that the efficiency be close to a Pareto-optimal routing pattern. A rout-

ing pattern is Pareto-optimal if all other routing patterns have a higher cost for at least one
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ISP. Pareto-optimality rules out routing patterns with obvious wastage, i.e., those that have

a higher cost for all ISPs. The current Internet routing, for instance, is often not Pareto-

optimal because a different routing pattern can lead to a lower cost for everyone. There can

be many Pareto-optimal solutions in a system. I want to approximate one of the solutions

that come close to being socially optimal when ISPs use comparable measures, under the

constraint that the cost of each ISP is no more than what it incurs today.

3.2 Requirements for a Practical Protocol

For a routing protocol to be deemed practical in the Internet context, it must fulfill two sets

of requirements. The first set includes traditionally valued properties such as scalability,

stability, low implementation complexity, low routing message overhead, and fast conver-

gence. The second set of requirements stem from the competitive nature of ISPs and are

specifically relevant to this thesis. Below, I identify four such requirements, mention the

aspects of my approach that are geared towards them, and point out why some alternative

approaches are not suitable.

Limited information disclosure Due to competitive concerns, ISPs are reluctant to dis-

close sensitive internal information. ISPs usually consider detailed information on the

topology and performance of their networks as being sensitive. This sensitivity also ex-

tends to monetary cost, since an ISP may not wish to tell its competitor the monetary cost

of carrying traffic.

I handle this concern by having ISPs disclose agnostic costs rather than requiring them

to disclose transparent metrics such as latency or monetary cost. Agnostic costs are car-

dinal preferences of an ISP that are derived from its internal optimization criterion. ISPs

do not disclose their optimization criterion or the derivation methodology. The extent of

information revealed through agnostic costs is more than what ISPs are required to disclose

today through MEDs because while MEDs specify ordinal preferences, agnostic costs are
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cardinal. For the topologies that I study in Chapter 6, I show that ordinal preferences do

not lead to efficient routing.

An alternative to limiting the amount of information disclosed as part of routing is

to employ incentive compatible mechanism design in which the ISPs reveal their internal

information such as monetary cost [38]. In this approach, concerns regarding information

disclosure are addressed by formally proving that honest disclosure is the best strategy

for any ISP even if it has complete information about the other ISPs. This implies that

an ISP cannot unfairly gain using this information. However, information disclosed as

part of routing can be abused outside of the routing framework [40]. For instance, if a

competitor knows about an ISP’s profitable routes, it can add capacity along those paths

to undercut the ISP’s profits. This makes (direct) mechanism design inappropriate for our

target environment.

Support for heterogeneous objectives Internet routing protocols must enable ISPs with

different optimization goals to cooperate. ISPs in the Internet have different optimization

criteria, depending on their networks. For instance, while ISPs with capacity constraints

may aim to avoid overload, those with overprovisioned networks may aim to improve per-

formance by reducing latency and jitter. Yet others may want the best routes for their

preferred customers. There are certainly other considerations of which I cannot be aware.

Since there is no universal optimization metric, instead of focusing on one or more chosen

metrics, routing protocols should be agnostic toward the metric used by individual ISPs.

Agnostic costs already fulfill this requirement. An alternative approach is to use mone-

tary cost as a unifying metric. In addition to information disclosure, a problem with using

monetary cost is that it can be very difficult, if not impossible, for ISPs to quantify their in-

ternal considerations in terms of monetary cost [107]. In contrast, it is easy for ISPs to map

their internal objectives to agnostic costs; many ISPs already perform a similar mapping as

part of optimizing intradomain traffic.
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However, routing protocols that support diverse objectives without the use of monetary

cost cannot meet social goals such as social optimality or fairness. Social goals are not

well-defined when entities have incomparable objectives. For instance, social optimality is

undefined when one ISP minimizes latency and the other minimizes link utilization. This

is why my goal is a Pareto-optimal routing pattern.

Individually beneficial In an environment with selfish, profit-maximizing parties, it is

imperative that, compared to unilateral behavior, individual entities not lose by cooperat-

ing. I refer to this property as win-win, and in its absence, ISPs that stand to lose will not

be inclined to adopt the protocol. The loss and gain is measured differently by each ISP,

but in general it will be a combination of the ISP’s local objectives and the end-to-end per-

formance experienced by its customers. While all efficient routing protocols are expected

to result in social gain, not all of them are guaranteed to result in individual gain. Since

routing paths today are locally optimal for at least one of the ISPs, changing an individual

path may represent a loss for that ISP. A protocol that does not consider the gain or loss to

individual ISPs might result in routing that causes some ISPs to lose.

Based on the observation that the interaction between ISPs is not limited to individual

flows but spans across multiple flows and across time, my approach is to enable ISPs to

barter. ISPs trade favors in a manner that results in win-win outcomes.

An alternative to barter is to use monetary compensation. ISPs that win pay the losing

ISPs such that the overall result is win-win. However, the use of real money runs into the

problems mentioned above and also raises the barrier for adoption by going against current

practices of using simple monetary exchange criteria. For instance, most peering relation-

ships involve no money transfer despite the potential for one ISP to benefit more than the

other. A potential advantage of money over barter is that it may lead to more efficient

routing. However, I find that barter does equally well for the realistic ISP topologies and

workloads that I study.
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Robustness to cheating A concern when competing entities interact is that one of them

may cheat, that is, violate the protocol to manipulate the outcome in its favor. The proto-

col must discourage such manipulation. Incentive compatible mechanisms, in which truth

telling is provably the best strategy for all entities, guarantee interactions that are provably

strategy-proof. However, provable incentive compatibility often runs counter to efficiency.

It is known that in the absence of a third party acting as a subsidizer, appraiser or arbi-

trator, there does not exist a budget-balanced mechanism that is both incentive compatible

and able to implement all mutually acceptable solutions for bilateral trading [82, 21]. This

result is applicable to ISP routing, and because a budget-balanced mechanism is desired

and there are no natural third parties, I face a trade-off between incentive compatibility and

efficiency.

In this trade-off, I favor efficiency so that efficient solutions can be computed for the

common case of honest ISPs. (And even if I were to favor incentive compatibility, a mech-

anism design approach fails to fulfill the other requirements above.) I believe that honesty

will be the common case, because in general, competing parties tend to act honestly while

seeking joint gains over a default contract [93]. For instance, even today ISPs often coop-

erate using ad hoc mechanisms that are not inherently robust against cheating.

Specifically, cheating is a poor long-term strategy for ISPs for three reasons. First, a

good reputation is invaluable from a business perspective, and getting caught has serious

consequences, such as monetary penalties or disconnection from other ISPs. Even in the

absence of specific detection mechanisms, usually there is enough ancillary information in

the system to detect persistent cheating, especially if it is egregious (e.g., see reference [78]

from the phone network). Second, ISPs coordinate because it improves their internal rout-

ing, and an ISP may stop coordinating if it experiences limited gain due to cheating by a

neighboring ISP. As a result, the cheating ISP might be worse off than being honest. Third,

the indirect cost or effort required to cheat effectively can dwarf potential gain. Effective

cheating strategies are those that lead to worthwhile gain for the cheater, keep the neigh-

boring ISP interested in playing, and do not lead to much performance degradation for
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traffic so that the ISP’s own customers do not suffer. Even if such strategies exist, they will

likely require detailed information about other ISPs’ networks and traffic. Collecting such

information is difficult.

However, favoring efficiency over incentive compatibility does not imply that I want to

allow a cheating ISP to infinitely game the system. In fact, it is essential that ISPs that are

tempted to cheat, even if only in the short-term, experience limited gain. This removes the

incentive to continue cheating. It is also desirable that the loss to honest ISPs be small. My

approach is to restrict the degree of freedom available to ISPs to limit the gain for cheating

ISPs and the loss for honest ISPs.
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Chapter 4

DESIGN AND IMPLEMENTATION OF WISER

I now describe the design and implementation of Wiser. I start in Section 4.1 by outlin-

ing my approach. In Sections 4.2 and 4.3, I describe the design of Wiser, first for the case of

two adjacent ISPs and then for the case of multiple ISPs. In Sections 4.4 and 4.5, I discuss

how ISPs might assign agnostic costs to their paths and the robustness of Wiser to cheating.

I conclude this chapter in Section 4.6 where I describe how Wiser can be implemented in

the Internet within the framework of current interdomain routing.

4.1 Approach

In the last chapter, I motivated barter and agnostic costs in the context of requirements that

stem from the need to preserve ISP autonomy. There are two methods to barter in a network

with multiple ISPs. The first method is bilateral barter involving pairs of ISPs. In this, ISPs

aim to gain in their interaction with each ISP with which they barter. The second method is

multilateral barter that involves groups of more than two ISPs. The entire internetwork is a

potential barter group, and so are smaller groups such as those involving ISPs that operate

in a given geographic region. In multilateral barter, ISPs barter with the rest of the group

with the aim of gaining in the aggregate, that is, each ISP trades with the rest of the group

without distinguishing between different ISPs within the group.

I use bilateral barter between adjacent ISPs because it is simpler to implement and

enforce. It does not require global, multi-party coordination and closely mirrors the con-

tractual structure of the Internet. It enables ISPs to treat their neighbors differently, which

is difficult to accomplish with multilateral barter. It can also makes collusion by two or

more ISPs against another ISP less effective because ISPs have independent relationships
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with each neighbor. However, multilateral barter is likely to be more efficient just as bigger

markets are more efficient. ISPs will be willing to lose a little in their interaction with one

neighbor if they gain more from another, leading to a higher overall gain. I show that bilat-

eral barter is equally efficient for the topologies and workloads that I consider in Section 5.

I argue that ISPs will be willing to disclose agnostic costs to other ISPs. With agnostic

costs, ISPs do not disclose transparent metrics, such as distance or monetary cost, but dis-

close a mapped version of the (unknown to others) internal criterion. If the internal criterion

is not strictly performance-based, it will be hard for others to make sense of the agnostic

costs. But if the internal criterion is performance-based, such as distance, it is possible

that other ISPs can use the agnostic costs to infer performance. However, this is hardly

a new capability; even today, ISPs can measure performance inside each other’s network.

Additionally, by not requiring ISPs to use a specific criterion or derivation methodology,

agnostic costs enable them to control the trade-off between the efficiency of routing and the

amount of information disclosed. For instance, coarsely mapping internal criteria to agnos-

tic costs discloses less information but may lead to less efficient routing; precise mappings

disclose more information but are likely to lead to more efficient routing.

Figure 4.1 illustrates my approach. This example is adapted from Figure 2.2, and I use it

as the canonical example in this chapter. Assume that the left ISP optimizes for the number

of hops and the right ISP for the length of the path. Figure 4.1(a) shows the internal cost of

carrying traffic between the nodes shown inside their network and the interconnection. For

ease of exposition, assume that these costs are symmetric, i.e, the cost of the path between

two nodes inside an ISP is the same as the cost of the reverse path. (Wiser does not make

this assumption.) Figure 4.1(b) shows the routing that will be produced today as each ISP

picks the locally optimal interconnection. The numbers represent agnostic costs, assuming

that the ISPs use the identity function to map their internal metrics to agnostic costs. Of

course, this routing pattern is sub-optimal with costs of 8 (=1+7) to the left ISP and 12

(=1+11) to the right ISP. Figure 4.1(c) shows that using the middle interconnection is better

for both ISPs, with respective costs of 4 (=2+2) and 6 (=3+3). If ISPs consider only one
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Figure 4.1: An example of barter with agnostic costs. (a) The internal optimization criteria

of the two ISPs. (b) The agnostic costs and the routing pattern with locally optimal path

selection. (c) The routing pattern with barter: each ISP compromises a little on one flow

for greater gains on the other flow, such that the overall gain is positive.

flow at a time, they have no incentive to move their flows. But by considering both flows

together, a barter can be arranged such that each ISP is willing to move its flow in return

for the other doing the same.

Observe that barter with agnostic costs does not explicitly optimize end-to-end paths.

For instance, the barter above, where one ISP optimizes hop count and the other optimizes

length, does not necessarily minimize either the hop count or the length of end-to-end paths.

Instead it implicitly improves end-to-end paths by improving the situation for each ISP. In

practice, this can be sufficient to avoid egregiously bad inter-ISP routing paths, bringing
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Figure 4.2: Wiser in the two ISP case. The numbers inside the upstream ISP (on the left)

represent its agnostic costs of carrying traffic between S and the corresponding intercon-

nection, and those inside the downstream ISP represent its agnostic costs of carrying traffic

between the interconnections and D. With Wiser, the downstream ISP discloses its agnos-

tic costs to the upstream ISP, and the upstream ISP selects an interconnection based on both

its own and the downstream ISP’s costs.

most of the benefit of a more direct but possibly more complicated optimization scheme.

Researchers have observed in other systems that avoiding egregiously bad cases brings the

most gain. For instance, when using multiple servers in a content distribution network, the

response time achieved by simply avoiding distant servers is similar to that achieved by

consistently using the optimal server [55].

4.2 Two-ISP Case

I now describe the design of Wiser. For ease of exposition, I first describe the design in the

context of two ISPs and then extend it to multiple ISPs in the next section.

In the two-ISP case, Wiser enables ISPs to judiciously select interconnections for the

traffic they exchange. Consider traffic going from S to D in Figure 4.2. The figure also

shows the hypothesized agnostic costs of the two ISPs. Wiser operates in a framework that

is similar to shortest-path routing. For each destination, the downstream ISP advertises

to the upstream ISP its agnostic costs of carrying traffic from each interconnection to the

destination. The upstream ISP selects an interconnection based on both the local costs of
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carrying traffic from the source to various interconnections and the agnostic costs adver-

tised by the downstream ISP. One possible way to accomplish this is by selecting paths

that minimize the sum of the two costs; the real constraint on path selection will become

clear below. The key is that the upstream ISP compromises by not choosing locally optimal

paths. Barter happens because each ISP is upstream for some traffic and downstream for

some. ISPs compromise when they are upstream in order to benefit when they are down-

stream.

While the procedure above can produce efficient routing, it can be easily gamed. Down-

stream ISPs can lie about their agnostic costs, and upstream ISPs can select locally optimal

paths. I now describe mechanisms to address these problems. As discussed previously,

these mechanisms are not designed to be perfectly strategy-proof but to limit the gain that

is possible through cheating.

4.2.1 Dishonest cost disclosure

If the downstream ISP can advertise arbitrary agnostic costs, and it chooses to be dishonest

about its costs, the upstream ISP will find it difficult to select paths in a way that simul-

taneously preserves its own interests and respects the downstream ISP’s costs. Figure 4.3

illustrates this point. The routing that emerges when the downstream ISP is honest is shown

in Figure 4.3(a). But the downstream ISP can be dishonest about its costs. For instance, as

shown in Figure 4.3(b), it can inflate them by a factor of ten. If the upstream ISP continues

to select path that minimize the sum of costs, the resulting routing pattern has a higher cost

for it than the original pattern.

To incent honest cost disclosure, upstream ISPs in Wiser normalize downstream ISP’s

costs, guided by the principle that both ISPs are equal partners in this barter. One way

to normalize the costs is for the sum of the agnostic costs announced by both ISPs to be

the same, where the sum is computed across all destinations announced via all intercon-

nections. Normalization is done by multiplying the incoming costs by the normalization

factor, i.e., the ratio of the unnormalized sums. Figure 4.3(c) shows the routing pattern
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Figure 4.3: Incenting honest cost disclosure. (a) The real agnostic costs for the downstream

ISP and the resulting routing pattern. (b) The routing pattern that emerges if the downstream

ISP inflates its costs by a factor of ten. (c) Normalized downstream ISP’s costs and the

resulting routing pattern.

that emerges after the downstream ISP’s costs have been normalized such that they sum

to ten, which is the sum of the upstream ISP’s costs. Computing the normalization factor

requires information sharing among routers of an ISP that connect to another ISP. I explain

in Section 4.6 how this can be accomplished using already deployed mechanisms.

ISPs can also use other normalization schemes if they want to explicitly account for any

significant asymmetry between them, such as the number of destinations they announce to

each other or the amount of traffic they send to each other. For instance, a higher weight

can be assigned to the costs of the ISP that sends more traffic. Similarly, provider ISPs
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can choose to assign a higher weight to the costs of their customer ISPs. My experiments,

however, use the normalization mechanism described in the previous paragraph.

Normalization limits the gain that an ISP can achieve by lying about its agnostic costs.

Uniformly inflating all costs, as in Figure 4.3(b), does not impact routing. With normal-

ization, selectively increasing some costs automatically decrease the remaining ones. This

might cause the upstream ISP to start using paths that appear cheap (to the upstream ISP)

but are actually costlier for the downstream ISP. For instance, in Figure 4.3(c), if the down-

stream increases the cost of the middle link, it effectively decreases the cost of the other

two links. When multiple sources inside the upstream ISP are sending traffic to the down-

stream ISP, some of them might start using links that are costlier for the downstream ISP.

The downstream ISP might consider using detailed information on traffic and the upstream

ISP’s costs, if known, to try to extract some advantage. But normalization limits possi-

ble gain by reducing the available degrees of freedom. I empirically demonstrate this in

Section 5.5 for a cheating strategy in which the downstream ISP has complete information

about traffic and the upstream ISP’s costs.

In addition to providing robustness towards dishonest cost disclosure, normalization

facilitates win-win routing. By making the ISPs equal partners in the barter, it makes path

selection sensitive to the concerns of both ISPs. For instance, consider a situation in which

one ISP’s agnostic costs are in the range [0-10] and the other ISP’s agnostic costs are in the

range [0-1000]. Here, vanilla lowest cost routing will choose paths that favor the second

ISP because its agnostic costs will dominate, but normalization enables an equal-footing

comparison across the two sets of agnostic costs. Using realistic topologies and workloads,

I show in Chapter 5 that this leads to win-win routing most of the time. But when there is

not much overall gain to be had through cooperation, some ISPs can lose a little relative

to the routing today. Such ISP pairs can revert to the way they route currently without

impacting the efficiency of routing paths.

Normalizing incoming agnostic costs also enables an upstream ISP to compare the

agnostic costs received from different downstream ISPs. As used today, the MEDs re-
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Figure 4.4: Dishonest path selection. The numbers represent the agnostic costs of the two

ISPs, normalized to the same sum. (a) Routing pattern when the upstream ISPs is honest.

(b) Routing pattern when the upstream ISP is dishonest.

ceived from different ISPs are incomparable, which creates practical problems for the re-

cipient [114].

4.2.2 Dishonest path selection

I now describe how Wiser incents upstream ISPs to be sensitive to downstream ISPs’ costs

while selecting paths. In the absence of such an incentive, an upstream ISP might con-

tinue to select locally optimal paths, undermining the rationale for the downstream ISP to

respect costs for the reverse paths. Figure 4.4 illustrates this point. On the left I show the

normalized costs of the two ISPs and the routing pattern that emerges when both ISPs are

honest. But (based on what I have described so far) nothing stops the upstream ISP from

using the bottom interconnection, as shown in Figure 4.4(b), which has a higher cost for

the downstream ISP. It is not straightforward for the downstream ISP to verify when that

happens because in some instances the internal costs of the upstream ISP can be such that

the bottom interconnection is the best overall path.

To incent honest path selection, Wiser uses a combination of virtual payments and a

contractual clause. When an upstream ISP sends traffic to a destination over an intercon-

nection, it makes a virtual payment to the downstream ISP. The amount of payment equals
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the number of bytes sent multiplied by the agnostic cost announced by the downstream ISP

for that destination over that interconnection. Now consider how the average payment per

byte across all flows sent by the upstream ISP differs with the path selection policy. If the

upstream ISP is dishonest and is oblivious to the downstream ISP’s costs, according to the

law of large numbers, the average payment is expected to be roughly equal to the average

cost announced by the downstream ISP across all destinations over all interconnections.

With honest path selection, the average payment is expected to be less than the average

announced cost because the upstream ISP avoids paths that are costly for the downstream

ISP. Wiser leverages this expected behavior by having ISPs sign contracts stipulating a

bound on the ratio of the average payment to the average announced cost. The averages

can be measured using either unnormalized or normalized agnostic costs because the ratio

is independent of normalization.

Let us revisit the example above, this time with virtual payments. The average an-

nounced cost from the downstream ISP to the upstream ISP is 3.3 ( 0.7+2+7.3
3

). Assuming

unit flow size, the average payment that the upstream ISP makes is 2 if it uses the middle

interconnection and 7.3 if it uses the bottom one. Thus, the ratio of average payment to

average cost is 2
3.3

when it is honest and 7.3
3.3

when it is dishonest. If the latter ratio is higher

than the contractual bound, it will lead to monetary penalties, discouraging the upstream

ISP from such behavior.

The contractual clause above is inspired by current contractual practices between ISPs.

It is similar to the clause concerning bounds on traffic ratios mentioned in Section 2.1.1 and

involves no real money transfer in the common case. It gives each ISP flexibility in path

selection, while incenting them to prefer low cost paths. In essence, Wiser gains online

robustness by leveraging offline contracts between ISPs, while keeping the design simple.

Contractual clauses other than the one specified above are also possible in this frame-

work. For instance, a provider ISP can charge customer ISPs based on the value of the ratio

to encourage them to send traffic along paths that are cheaper for the provider (even if that

leads to higher internal costs for the customer).
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Figure 4.5: Wiser in the case of multiple ISPs. Downstream ISPs announce agnostic costs

to upstream ISPs. ISPs normalize incoming agnostic costs and propagate them after adding

their internal path costs. To select paths (not shown in the figure), the source considers both

the local and received agnostic costs.

This completes my description of the design of Wiser for the case of two ISPs. I next

describe how Wiser works in the general case of multiple ISPs.

4.3 Multi-ISP Case

Wiser works as follows for the case of multiple ISPs. Figure 4.5 illustrates my description.

• ISPs announce internal destinations to their neighboring ISPs. The announcements

contain the agnostic cost of the path from the interconnection to the destination. The

figure shows G announcing the destination D to O and Y with a cost of c1 and c2.

• ISPs normalize the costs received from their neighbors. The conversion is based on

the normalization factor between the two ISPs, which as specified earlier, is computed

based on all cost announcements flowing between the two ISPs. The figure shows c1

and c2 being converted to c1′ and c2′.
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• When ISPs propagate a routing announcement that they received from another neigh-

bor, they add their internal cost to the cost received from the neighbor. The figure

shows O adding its internal cost to c1′. The addition enables bilateral barter to opti-

mize over complete paths. The contract between O and B incents B to be sensitive

to c3, and the contract between O and G encourages O to reflect c1 while computing

c3. In each case, the incentive is to receive fair treatment for returning traffic.

• When an ISP receives multiple paths to the same destination, it selects a path based

on local and received costs. In the figure, B will convert the incoming costs c4, c5

and c6, and it will then select an interconnection based on the converted costs and the

costs of the paths from the source to each of the interconnections.

Section 4.6 describes in detail how the protocol above can be implemented within the

current framework of Internet routing.

4.4 Deriving Agnostic Costs

Wiser places no restriction on how ISPs derive their agnostic costs except for the underly-

ing assumption (in Section 3.1) that ISPs aim to minimize the sum of the costs of individual

flows. For this, ISPs need to derive agnostic costs such that minimizing their sum leads to

optimizing their objective. This is straightforward for objectives that are based on additive

path properties such as propagation delay, hop count, or queuing delay. For instance, the

identity function can be used to minimize the average propagation delay. For other objec-

tives, such as minimizing maximum link utilization, mappings similar to those proposed by

Fortz and Thorup can be used [42]. They use a piece-wise linear function with increasing

slope to assign a cost to a link based on its load such that minimizing the sum of these costs

approximately minimizes the maximum link utilization.

As an optimization to hide small changes in internal paths, ISPs can also use measures

that change less frequently. For instance, they can use the geographic distance between the
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end-points of the internal path [84] to approximate propagation delay; unlike propagation

delay, geographic distances hide changes in internal paths.

Stability Stability of routing based on load-dependent metrics has been a long-standing

question of interest in large-scale networks [44, 59, 125, 122, 6, 14, 106]. A stable routing

protocol is one that converges when the load on the network or the topology of the network

no longer changes. While I leave investigating the algorithmic stability of Wiser to future

work, I note that capacity overprovisioning in today’s networks helps with stability. It

makes link overload an infrequent occurrence, and shedding load on an overloaded link is

easier when doing so does not overload other links.

I specify guidelines, extracted from previous research, for deriving agnostic costs in a

way that enhances routing stability. For stability, it is necessary that the path costs change

at a rate that is slower than the reaction time of the routing [14, 106]. This can be achieved

by following two guidelines. First, the costs should not be closely coupled to load. For

instance, they should change only after the load changes by 10% rather than 1%. A po-

tential concern with coarse dependence is that the ISP cannot react to smaller changes in

the link load, which might require more capacity if congestion-free operation is desired.

However, if the network is well-provisioned to deal with a broad range of failures, reacting

to small changes is not important; I show evidence of this in my evaluation. Second, costs

should be based on slowly changing measures of link load. For instance, measures such as

instantaneous queue size or link utilization computed on small time windows can change

very rapidly but costs based on the amount of traffic in long-lived flows leads to stable rout-

ing [106]. Existing work on quality of service (QoS) routing provides other guidelines on

setting such dynamic costs [34, 126, 8].

While the above guidelines cannot be enforced without impinging on ISP autonomy,

there is competitive pressure on ISPs to ensure that their agnostic costs do not change

rapidly. If an ISP’s costs change too frequently, other ISPs are likely to ignore its routing

announcements, as is done today with route flap damping [121]. Another possibility (which
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I have not yet explored) is to penalize ISPs that change their costs faster than a contractually

specified rate.

4.5 Robustness to Cheating

I consider cheating to be a behavior in which ISPs deviate from the protocol specification

to either gain unfair advantage or hurt other ISPs. In Wiser, an ISP can cheat by either

announcing costs that are not reflective of its true agnostic costs or by dishonestly selecting

routing paths. Recall that even though cheating in Internet routing is not expected to be

common, if an ISP decides to cheat, it is desirable that the gain for cheating ISPs and

the loss for honest ISPs be small. In Section 5.5, I study several cheating strategies in

which the cheater focuses on self-gain, and I show that the normalization and payment

ratio constraints limit the gain for the cheater.

While I do not empirically evaluate scenarios where the cheater focuses on hurting a

neighboring ISP, I argue that Wiser limits the loss to honest ISPs. For traffic going from

the cheater to the victim, the cheater can accomplish this by selecting paths that are highly

sub-optimal for the victim. However, the success of this strategy is limited by the virtual

payment ratio because the cheater cannot select paths that increase the ratio beyond the

threshold. For traffic going from the victim to the cheater, the cheater can hurt the upstream

neighbor by modifying the announced costs such that the neighbor selects paths that are

highly sub-optimal for itself. However, the success of this strategy is also limited because

the upstream ISP always takes its own costs into account while selecting paths.

4.6 Internet Implementation

In this section, I describe an implementation of Wiser for the Internet. To lower the barrier

for deployment, this implementation mirrors the framework in which BGP is implemented

today. It is also incrementally deployable in that two neighboring ISPs can start using Wiser

to improve routing for the traffic they exchange without waiting for deployment by other
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ISPs. I have implemented Wiser on top of two independent platforms, SSFNet [113] and

XORP [129], and I use these implementations to evaluate its overhead in Chapter 5.

My implementation assumes that the ISP uses a cost-based IGP (interior gateway pro-

tocol) such as OSPF [80] for intradomain routing, and it uses IGP costs as the agnostic

costs. That is, the internal component of the agnostic cost to the destination is the IGP

cost to the egress router within the ISP network. This is similar to how many ISPs today

use these costs as the basis for MEDs [75, 76] (even though MEDs are only required to be

ordinal). Straightforward extensions can accommodate ISPs that do not want to use IGP

costs as agnostic costs or ISPs that use non-cost-based intradomain routing, for instance,

routing based on MPLS [96].

In the discussion below, a route refers to a routing message passed between ISPs, which

includes the destination and the associated routing information. Assuming that ISPs are al-

ready running an interdomain routing protocol similar to BGP, implementing Wiser entails

the following.

• In addition to other attributes, routing messages between ISPs have agnostic costs

attached to them. I define a new optional, non-transitive attribute for this purpose.

A new type of community attribute [26] can also be used instead. As previously de-

scribed, for routes originated by the advertising ISP, the value of this attribute equals

the agnostic cost of the path from the advertising router to where the destination

prefix attaches to the ISP network. For routes received from other ISPs, the value

equals the sum of the agnostic cost advertised by the other ISP, after normalization

(see below), and the agnostic cost of the internal path.

• Border routers of an ISP, i.e., routers that connect to other ISPs, keep track of the

sum of incoming and outgoing agnostic costs for each neighboring ISP. This is imple-

mented using two counters per neighbor that are updated each time a routing message

that announces a new destination or withdraws an existing one is exchanged.
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• Periodically, with a period of 30 seconds in my implementation, each border router

shares its sums with the other border routers of the same ISP, which enables the

computation of the normalization factors with each neighboring ISP. Border routers

share a list of triplets, one for each neighboring ISP, containing the neighbor’s AS

number and the sums of incoming and outgoing costs. Information from all the

routers is aggregated to compute the normalization factor, which is the ratio of the

incoming to outgoing costs summed across all border routers.

All ISPs with multiple border routers have a mechanism, such as a mesh of border

routers (iBGP mesh [95]) or route reflection [15], for the border routers to be able to

exchange information. I leverage this mechanism for sharing the sums of agnostic

costs.

• Costs received from an ISP are normalized by multiplying them with the normaliza-

tion factor for that ISP. In my implementation, this is done by the border router that

received the route directly from the neighboring ISP; this router then propagates the

normalized cost to the other border routers. An alternative is to have border routers

normalize the cost independently, as all of them know the current normalization fac-

tor. While the former requires border routers to re-send routing messages when the

normalization factor changes, it is more robust to transient inconsistencies in the

normalization factor across the routers: because only one router is responsible for

normalizing the costs of an incoming route, normalization factor inconsistencies do

not lead to forwarding path inconsistencies.

• The path selection criteria for selecting the best route to a destination when multiple

routes are present is slightly different from that of BGP. Table 4.1 compares the de-

cision process of BGP and Wiser. The latter includes one additional step that selects

routes based on the Wiser cost, which is the sum of the normalized received cost and

the internal cost to the egress router. The decision process of Wiser, in a manner sim-
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Table 4.1: Interdomain routing decision process with BGP and Wiser. Each step is a filter

that selects a subset of the available routes, and successive steps are taken until only one

route is left. The only difference between BGP and Wiser is that the latter uses a filter based

on the Wiser cost of the received routes as the second step.

BGP Wiser

1. Highest local preference 1. Highest local preference

2. Shortest AS-path length 2. Lowest Wiser cost

3. Lowest origin type 3. Shortest AS-path length

4. Lowest MED (with same next-hop AS) 4. · · ·

5. eBGP-learned routes over iBGP-learned 5. · · ·

6. Lowest IGP cost to egress router

7. Lowest router ID of the BGP speaker

ilar to that of BGP, attempts to strike a balance between internal cost and end-to-end

path quality instead of exclusively focusing on internal cost. With BGP, ISPs prefer

paths with shorter AS-path lengths over those with lower internal cost (though AS-

path length can be a poor indicator of path quality in practice [118]). Similarly, with

Wiser, ISPs prefer paths with lower Wiser cost over those with lower internal cost.

An essential requirement for a routing protocol is that the paths be free of loops.

This property holds for Wiser. Routing path loops involving multiple ISPs will not

form because, as is done in BGP, Wiser uses AS-path information to disallow such

paths. Routing path loops internal to an ISP will not form if the ISP’s internal routing

produces loop-free routing because the Wiser cost of a route is simply the sum of its

internal cost to the egress and the received cost which does not change within the ISP

network.
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• When the normalization factor for a neighboring ISP changes, the border routers con-

nected to that ISP re-evaluate routes received from that ISP because routes that were

previously not selected by the decision process may now be the best routes, or those

that were previously selected may not be the best routes anymore. This re-evaluation

is done in the background, while other tasks continue to be processed with a higher

priority, because it can involve significant processing if many routes have been re-

ceived from this neighbor. This re-evaluation is similar to what happens in BGP today

when IGP costs change. However, while changes in IGP cost can lead to transient in-

consistencies in forwarding paths computed by different routers [36], normalization

factor changes do not lead to such inconsistencies, even if the re-evaluation proceeds

at a different pace at border routers with different capabilities. This is because, as

mentioned above, only one border router is responsible for normalizing the cost of

an incoming route.

• Finally, to be able to verify a neighboring ISP’s path selection behavior, border

routers log information required to compute the incoming payment ratio. This in-

formation includes the amount of incoming traffic and the announced cost of each

destination prefix. The amount of traffic received for each prefix is estimated using

a sampling mechanism that is similar to Cisco NetFlow. Periodically, for instance,

every five minutes, the estimates are logged to disk and reset. When an ISP wants

to verify the behavior of its neighbor, it collects this information from all border

routers and checks if the payment ratio, which is computed as the average payment

divided by the average cost, is below the agreed upon threshold. Similar logging is

implemented to compute outgoing payment ratios, which helps cross-checking if a

neighboring ISP claims that this ISP has exceeded the payment ratio threshold.
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Chapter 5

EVALUATION I:
EFFICIENCY, OVERHEAD AND ROBUSTNESS TO CHEATING

I divide the evaluation of Wiser across two chapters. This chapter quantifies the effi-

ciency, overhead and robustness to cheating of Wiser. In the next chapter, I explore the de-

sign space of routing protocols based on win-win coordination to understand, for instance,

what aspects of the design of Wiser are essential to its efficiency.

I answer the following questions in the context of topologies, workloads, and ISPs’

behaviors that I study.

1. How efficient is Wiser? I show that the efficiency of Wiser comes close to that of

socially optimal routing when ISPs use comparable metrics, and of Pareto-optimal routing

when ISPs use incomparable metrics. I also show that while the efficiency of anarchy is

acceptable on average, it is poor in a small subset of cases. In today’s Internet, fixing this

poor tail requires manual intervention, leading to poor reliability and high operational cost.

By contrast, the efficiency of Wiser is high even for the tail.

2. What is the overhead of running Wiser compared to running BGP? I quantify the

overhead of Wiser across several dimensions of interest. I show that the implementation

complexity and routing message processing requirements of Wiser are similar to BGP. For

normal routing workloads, the computational overhead of Wiser is within 15 to 25% of

BGP. Wiser has acceptable convergence time even in response to major routing changes.

3. How robust is Wiser to cheating ISPs? As argued in Section 4.5, while cheating is not

expected to be commonplace, Wiser needs to be robust to the rare instances of cheating that
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may occur. The cheaters should not be able to gain much and the loss to honest ISPs should

be small. I show that these properties hold for Wiser because of the cost normalization and

payment ratio constraints on routing.

Below, I first provide an overview of the evaluation methodology and then present indi-

vidual experimental results.

5.1 Experimental Methodology

The answers to the above questions depend on many aspects of ISP networks, some of

which are hard to model. To focus on realistic rather than theoretical best- or worst-case

bounds, I combine measured data with models based on known properties of the Internet.

As measured input, I use a dataset of 65 measured ISP topologies and their interconnec-

tions [109]. These ISPs are diverse in terms of their sizes and geographical presence. A

node in an ISP topology corresponds to a city where the ISP has a point-of-presence (PoP)

and the links correspond to inter-city connections. The topologies are annotated with geo-

graphic coordinates of PoPs. The models that I use depend on the specifics of the experi-

ment but a common one is approximating propagation delay of a link using the geographic

distance between the two end-point cities. Prior work has shown this to be a good approxi-

mation [86].

For evaluation, I use a custom idealized simulator that does not model message passing,

and two implementations of Wiser, one in a message-level simulator [113] and another

in a router platform [129]. Because these three engines model different levels of detail,

they have different scaling properties. The engine that I use for an experiment depends on

the required level of detail and scale. The idealized simulator is the most scalable, and I

use it for evaluating efficiency and robustness to cheating. I use the implementations for

evaluating overhead.

The following subsections provide an overview of the experiments in this chapter.
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5.1.1 Efficiency

The efficiency of global routing can be measured in several ways. I study two types of sce-

narios, where ISPs have the same optimization objectives and where they have diverse ob-

jectives. For the former, motivated by current problems with Internet routing [105, 62, 63], I

explore two metrics of interest to ISPs and users. First, I consider in Section 5.2.1 the end-

to-end length of Internet paths, which directly impacts not only application performance

but also resource usage inside ISP networks, since longer paths consume more resources.

This metric assumes that the network capacity is well-matched to the traffic it carries, and

hence the ISPs are primarily interested in minimizing the lengths of paths inside their net-

works. Second, I consider in Section 5.2.2 the extent of bandwidth provisioning required

inside ISP networks to minimize the possibility of overload when the traffic is no longer

well-matched to the network capacity, for example, due to a failure. Finally, I consider in

Section 5.3 the scenario of diverse ISP objectives.

I compare the efficiency of Wiser to that of anarchy and optimal routing. Anarchy refers

to routing that is governed by current common practices. While deviations from these

practices do exist, for instance, due to manual tweaking by operators, measurements show

that current Internet routing is dominated by them [109, 124]. Optimal routing globally

minimizes the metric of interest.

5.1.2 Overhead

I investigate in Section 5.4 the overhead of Wiser, relative to BGP, along several dimen-

sions, including implementation complexity, convergence time, routing message processing

and computation requirements. Towards this purpose, I implemented Wiser in SSFNet [113]

and XORP [129]. SSFNet is a scalable, message-level simulator for network protocols and

XORP is a flexible router platform. Both implementations follow the description in Sec-

tion 4.6 except that the XORP implementation does not include virtual payment logging.
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The need for two independent implementations is necessitated by the scope of the eval-

uation. Experimenting with large, realistic ISP topologies was not possible with XORP due

to the lack of a suitable hardware infrastructure. For instance, emulating a 300-node topol-

ogy requires 300 machines with controlled delay between each pair of machines that are

connected in the topology. Since metrics such as routing message overhead are of interest

only for such topologies, I cannot use XORP to study them. On the other hand, I cannot

study the computational overhead using SSFNet, as detailed models of computation inside

a router are not available in the simulator. Thus, I use both implementations to evaluate the

entire range of metrics of interest.

5.1.3 Robustness to cheating

An ISP can have any number of motivations to cheat. While it is not possible to enumerate

and study all of them, to understand Wiser’s robustness to cheating, I consider in Section 5.5

two motivations that are perhaps most likely and have the potential to greatly impact honest

ISPs. First, an ISP might want to reduce the average cost for the traffic it already carries.

Second, if an ISP sells transit service and has a sufficiently well-provisioned network, it

might want to attract more traffic to its network in order to gain more revenue.

5.2 Efficiency with Similar ISP Objectives

I start the empirical evaluation of Wiser by studying its efficiency when ISPs use similar

optimization objectives. I consider two metrics of efficiency in this section. The first is

based on the length of routing paths and the second is based on the amount of bandwidth

provisioning required inside ISP networks.

5.2.1 Path length

Paths in the Internet can be much longer than necessary [105, 109], which not only degrades

application performance but also reduces network reliability because fixing overly long
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paths requires manual tweaking by operators. In this section, I evaluate how well Wiser

optimizes such paths.

Methodology

I compute the lengths of routing paths produced by three different routing methods. The

length of a path is the sum of the lengths of individual links, where I approximate link length

using geographical distance. The routing methods that I study besides Wiser are optimal

and anarchy. Optimal globally minimizes path length using information on the lengths

of network links. It is impractical in the Internet context because it does not preserve

ISP autonomy; I study it for comparative purposes. Anarchy mimics current interdomain

routing using the common policies of shortest AS-path and early-exit. Thus, with anarchy,

ISPs ignore the costs inside the neighboring ISPs’ network. With Wiser, ISPs use internal

distance as the basis for assigning costs to internal paths. This is a rough measure of the

resources consumed inside the network, and minimizing it allows a smaller, thinner network

to support a given amount of traffic. Following common commercial ISP policies, all three

routing methods are constrained to paths that prefer customers, peers and providers, in that

order, and do not provide transit to peers and providers [45]. To assign relationships to

pairs of ISPs, I map ISPs to tiers [116], and I assume that ISPs at the same tier are peers

and lower tier ISPs are providers of higher tier ISPs. In this experiment, I consider the

entire internetwork of 65 ISPs. The traffic consists of a flow between each pair of PoPs.

Results

I find that the efficiency of Wiser comes close to that of optimal for this combination of

topology, workload and ISP costs. The average path length with Wiser is only 4% higher

than that with optimal. Anarchy does less well, with its average path length 13% higher

than that of optimal. While this improvement might be important in some instances, it is
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Figure 5.1: Multiplicative inflation in path length with anarchy and Wiser relative to opti-

mal. The graph plots the CCDF of inflation on log scale. The table summarizes the graph.

probably not significant for most applications. This suggests that the common case path

length in the Internet today is acceptable.

The key difference between anarchy and Wiser manifests itself in the distribution of

path lengths for individual flows. Figure 5.1 shows the path length inflation with Wiser and

anarchy compared to optimal. An inflation of two implies that the path length of the flow

was doubled. The graph is the complimentary cumulative distribution function (CCDF),

which means that the y-value represents the percentage of flows that were inflated by at

least the corresponding x-value. The table summarizes the graph by listing a few points of

interest.

The figure shows that while half of the paths are not inflated at all, some paths are highly

inflated: 5% of the paths are inflated by at least a factor of two and 1% of them by nearly a

factor of six. Applications using these paths will suffer very high latencies unless operators

manually fix such paths.

Given that excessively poor performance in the tail increases the operational cost of

today’s Internet, the goal of ISP coordination is to optimize that tail. The figure shows that

Wiser effectively meets this goal. While the top 1% of the flows were inflated by a factor

of six with anarchy, they are inflated by only a factor of 1.5 with Wiser.
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Figure 5.2: Additive inflation in path length with anarchy and Wiser relative to optimal.

The graphs plots the CCDF of inflation on a log scale. The table summarizes the graph.

The results above are obtained after adding 1 millisecond (ms) to all paths to ignore

small improvements for very short paths and to simulate the distance of the end host to its

nearest PoP. The results without adding 1 ms to paths are qualitatively similar but have a

longer tail: the worst 1% of the paths are inflated by a factor of 7.2 with anarchy and 1.7

with Wiser.

Figure 5.2 shows the same data for another relevant measure of inflation. It plots addi-

tive inflation, or the additional length flows traverse with anarchy and Wiser, compared to

optimal. Inferences similar to those above can also be made from this figure. It confirms

that high inflation is not limited to short paths, for instance a 1 ms path becoming 2 ms, but

leads to longer absolute path lengths as well.

These results have two important implications. First, Wiser can achieve efficient routing

in the Internet, marginalizing the need for manual intervention. Second, since the bilateral

barter of Wiser comes so close to optimal, (potentially more complicated) approaches based

on multilateral barter or global currency are unwarranted for the topology and workload that

I consider.
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Figure 5.3: The CDF of gain for individual ISPs with Wiser, measured as the reduction in

average distance relative to anarchy.

Win-win routing I now show that improvement in end-to-end path length with Wiser,

compared to anarchy, does not come at the cost of individual ISPs suffering for the global

good. This win-win property incents ISPs to adopt the protocol. I measure the gain of an

ISP as the average reduction in distance, relative to anarchy, that a packet travels inside the

ISP’s network with Wiser. This measure of gain is consistent with the internal optimization

metric used by the ISPs in this experiment, but it does not account for the end-to-end

performance improvement experienced by the ISP’s customers or the savings in operational

cost. As such, it is a lower bound on the gain an ISP will experience with Wiser.

Figure 5.3 plots the CDF of gain for individual ISPs with Wiser. It shows that almost

no ISP loses, rather than some ISPs gaining and others losing. Even when an ISP’s internal

cost stays the same, it has an incentive to adopt Wiser if that leads to better performance for

its customers.

Unlike Wiser, optimal routing does not account for the gain or loss experienced by in-

dividual ISPs, and can thus result in individual ISPs losing for the greater good. While

this difference is not evident in the overall Internet topology, because the net gain is high,

it manifests itself in smaller topologies. To demonstrate this point, I consider topologies
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Figure 5.4: The CDF of gain for ISPs in individual bilateral relationships with Wiser and

optimal. The gain is measured as the average reduction in distance relative to anarchy.

There are two points in each CDF for each pair of ISPs.

that consist of pairs of ISPs with two or more interconnections so that there are multiple

interdomain routing choices. Figure 5.4 plots the gain for individual ISPs within ISP pairs.

There are two points for each pair of ISPs. It shows that individual ISPs can sometimes

suffer significant losses with optimal. With Wiser, losses are smaller and are experienced

only by a small fraction of ISPs. On closer inspection, I find that these ISPs correspond

to cases where there is not much benefit from coordination. Such ISPs can revert to an-

archy without significantly impacting efficiency. But I argue that even these ISPs have an

incentive to adopt Wiser because the losses are small and adopting Wiser will automatically

improve any egregiously bad paths.

5.2.2 Bandwidth provisioning

I now consider another ISP objective for the scenario where ISPs have similar objectives.

The objective is reducing bandwidth provisioning. To operate a congestion-free network in

the face of dynamic conditions, ISPs can either choose a high provisioning level, precluding

congestion for most load variations, or choose a combination of a lower provisioning level
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with dynamic congestion alleviation. The former approach is more common today because

BGP does not enable ISPs to stably react to load variations. Wiser enables ISPs to lower

the provisioning level by dynamically reacting to congestion. I quantify this benefit in this

section.

Methodology

Network provisioning is harder to evaluate than path length because it is affected by more

factors, such as link capacities and workloads, and information on these factors is not avail-

able. To obtain results that are representative of the Internet, I approximate these factors

using known properties of Internet routing.

First, to approximate the amount of traffic between a source and destination PoP, I use a

gravity model [77, 132]. This model states that the amount of traffic between a pair of PoPs

is proportional to the product of the “weight” of the PoPs. As the weight of a PoP, I use

the population of its city, estimated as the number of people in a 50 × 50 square mile grid

centered on the geographical coordinates of the city. I use population density data from

CIESIN [28] for this purpose. This workload model leads to a skewed traffic matrix with

larger cities consuming more bandwidth, both hallmarks of real Internet traffic [66, 17].

Second, to model link capacities, I assume that capacity is proportional to the stable

load on the link, i.e., in steady-state a well-designed network tends to be roughly matched

to its traffic so that links that carry more traffic tend to be of higher capacity [132]. The

traffic matrix combined with the routing within an ISP enables the computation of the load

on each link. To preclude results being dominated by links that carry little traffic, I assume

that the base capacity of all links that carry less than the median load for an ISP is the

median itself; these would then be the underutilized links in the topology.

Third, motivated by congestion that occurs when interconnections between large ISPs

have problems today [62, 63], I simulate dynamic conditions by modeling the failure of

interconnections between tier-1 ISPs. Because these are infrequent but major events in the
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Internet, an ISP that is equipped to deal with them should be able to handle most other

events.

Finally, I measure efficiency using the overprovisioning level. The overprovisioning

level for a link is the additional capacity, compared to its stable load, required to support all

simulated failures. For instance, if the maximum load on a link across all failures is twice

that of the stable load, the overprovisioning level is 100%. The overprovisioning level for

an ISP is the weighted average of the overprovisioning levels of its links. The stable load

on the link is used as its weight, which reflects the economic reality that doubling capacity

is costlier for links with higher capacity.

I compare the overprovisioning level for three different routing behaviors.

1. Optimal assumes that the internetwork is one ISP and minimizes its overprovisioning

level. It is computed by solving a linear programming problem [81] using lp solve [16].

Because of computational limits, I compute this only over subsets of the overall

topology (see below). I allow fractional routing, which means that traffic between

two nodes in the topology can use multiple paths, with an arbitrary fraction of the

traffic traversing each path. Fractional routing provides a lower bound on the over-

provisioning as routing in the Internet is usually non-fractional.

2. With Wiser, ISPs will choose to assign load-dependent costs to their links in a man-

ner that depends on their network. I experiment with a simple method, shown in

Figure 5.5, in which the cost of a link increases roughly linearly with load. The

magnitude of cost increment is controlled by the quantization threshold, t, which is

a measure of how closely cost and link utilization are coupled. Higher values imply

that the link can tolerate greater deviations in load. I experiment with different values

of t. When the load is below the “stable load” (reflective of capacity), the cost of a

link is the same as that used for the path length experiments in the previous section.

Beyond that the cost changes when the current load and cost factors, relative to their

stable values, are offset by more than a factor of t. It increases in steps of t and de-
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1: costFactor[i] = linkCost[i] / stableLinkCost

2: loadFactor[i] = linkLoad[i] / stableLinkLoad

3: if loadFactor[i] > costFactor[i] + t then

4: costFactor[i+1] = costFactor[i] + t

5: else if loadFactor[i] < costFactor[i] - t AND costFactor[i] ≥ 1 + t then

6: costFactor[i+1] = costFactor[i] - t/10

7: else

8: costFactor[i+1] = costFactor[i]

9: end if

10: linkCost[i+1] = costFactor[i+1] × stableLinkCost

Figure 5.5: The algorithm for changing link costs based on load. It shows how the link cost

for the next iteration (i + 1) is derived from the load and link cost in the current iteration

(i). The quantization threshold, t, controls how closely link cost is coupled to link load.

creases in steps of t/10. A bigger cost increment enables overloaded links to quickly

disperse some of their traffic. The experiment proceeds in iterations. In an iteration,

the cost of each link is determined using the method shown in the figure, and the new

routing pattern is computed based on those costs. The experiment terminates when

none of the link costs change.

Admittedly, the method above for varying cost with load is crude; it is only intended

to illustrate the benefit of Wiser with dynamic cost assignment. Several other meth-

ods are possible. For instance, to hide internal changes when a link becomes over-

loaded, an ISP can first try to reroute traffic within its own network to handle the

overload; if that proves insufficient, it can then modify the costs it announces to other

ISPs. As another possibility, instead of changing the costs for all traffic traversing a

link, ISPs can change the costs for only popular destinations.
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3. Anarchy simulates currently common interdomain routing practices. It is load-insensitive

and computed as in the previous section, after removing any failed links from the

topology. While it is possible for ISPs today to respond to overload, it is not com-

mon because the response can lead to instability, as illustrated by the example in

Section 2.2. For simplicity, I do not model ISPs responding in a way that does not

impact other ISPs; while such techniques exist, their efficacy in response to major

changes is limited in practice [37]. Thus, my model of anarchic routing measures the

overprovisioning level required to stably withstand failures without any coordination.

Results

I divide the results into two parts. I first use subsets of the overall topology and compare

all three routing methods. This yields a measure of how close to optimal Wiser can get. I

then use the entire internetwork topology, for which optimal could not be directly computed

because of computational limits, and compare only Wiser and anarchy.

I first consider topologies for which the optimal could be computed. These consist of

pairs of neighboring ISPs in the dataset, with traffic flowing between all pairs of PoPs in

the two ISPs. I restrict this experiment to ISP pairs that interconnect in three or more places

before the failure so that there are at least two routing choices after the failure. With Wiser,

the value of the quantization threshold, t, is 10%.

Figure 5.6 shows the overprovisioning level required to deal with the failures that I

simulate. The left graph shows the overprovisioning for individual links. A point in this

graph corresponds to a link in a two-ISP topology. The overprovisioning level is zero

for more than half of the links because most links are on the edges and do not carry any

additional traffic as a result of failures. The right graph shows the overprovisioning for ISP

networks. There are two points in this graph for each ISP pair.

The graphs show that Wiser closely approximates the optimal and that the overprovi-

sioning level with anarchy is higher. Relative to the optimal, the median ISP-level over-

provisioning is 0% with Wiser and 7% with anarchy. Even though ISPs overprovision
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Figure 5.6: Overprovisioning required with different routing methods to deal with inter-

connection failures between pairs of ISPs. Left: The CDF of link-level overprovisioning.

Right: The CDF of ISP-level overprovisioning; there are two points for each ISP pair. Note

that the x- and y-axis ranges are different in the two graphs.

whenever they upgrade their networks, this difference in bandwidth provisioning would

translate into significant monetary savings for ISPs if they need to upgrade less often.

I now consider the complete internetwork topology in the dataset and show results for

Wiser and anarchy (since computing optimal was computationally intractable). Traffic in

this experiment consists of flows between a randomly selected 10% of all possible PoP

pairs. The flow sizes are computed using the gravity model, as explained above. I simulate

the failure of each interconnection between tier-1 ISPs. There are over 400 such intercon-

nections in the dataset.

Figure 5.7 shows the results, with the link-level view on the left and the ISP-level view

on the right. The value of the quantization threshold, t, is 10%; I investigate other values

below. The x-axis range for ISP-level overprovisioning is smaller in this figure than that

in Figure 5.6 because the failure of an interconnection in the entire topology is a smaller

relative change.

As is the case for the smaller topologies, the overprovisioning with Wiser is much less
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Figure 5.7: Overprovisioning required with Wiser and anarchy to deal with tier-1 inter-

connection failures. Left: The CDF of link-level overprovisioning. Right: The CDF of

ISP-level overprovisioning. Note that the x- and y-axis ranges are different for the two

graphs.

than that with anarchy. For individual links, the difference in the 90th percentile overpro-

visioning level between anarchy and Wiser is 20%. For ISPs, the difference at the 90th

percentile is 16%, and the average difference is 8%. This difference can lead to significant

monetary savings if Wiser requires ISPs to upgrade their network less often.

Impact of quantization threshold I now study the impact of quantization threshold, t.

Figure 5.8 plots the overprovisioning for different values of the threshold. The curve for

anarchy is reproduced for comparison. Because the simulations are often not stable with

t=1%, the results shown here are obtained by terminating them after twenty cost changes

for any link. The instability underscores that managing overload is easier when a network

is overprovisioned to some extent such that the links can tolerate small increases in load.

This is because overprovisioning makes it easy to disperse load on a congested link without

overloading other links.

The graph shows that a threshold of 10% does almost as well as a threshold of 1%. The

overprovisioning for a threshold of 20% is higher but still better than anarchy. These results
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Figure 5.8: The impact of quantization threshold on overprovisioning. The curves for

t=10% and anarchy are same as those in Figure 5.7. Left: The CDF of link-level overprovi-

sioning; note that the y-axis starts at 50%. Right: The CDF of ISP-level overprovisioning.

Note that the x- and y-axis ranges are different for the two graphs.

suggest that, as argued in Section 4.4, a coarse dependence of link costs on utilization is

sufficient for networks that are well-engineered to deal with a broad class of load variations.

Overprovisioning required to operate a congestion-free network is almost the same as the

case where the costs are tightly coupled with utilization.

Win-win routing I conclude this section by evaluating whether Wiser is win-win from a

bandwidth provisioning perspective as well. Figure 5.9 plots the gain for individual ISPs,

measured as the overprovisioning required with anarchy minus that with Wiser (t = 10%).

None of the ISPs lose with Wiser and a third of them gain more than 10%.

5.3 Efficiency with Heterogeneous ISP Objectives

So far I have considered scenarios where ISPs have comparable objectives, but a more

realistic case is when the ISPs have diverse objectives. I now investigate the efficiency of

Wiser in such scenarios. I first consider in Section 5.3.1 a particular model of diverse ISP

objectives, which uses link weights that are consistent with routing observed inside ISPs.
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Figure 5.9: The CDF of the difference in overprovisioning between anarchy and Wiser for

individual ISPs.

Then, I use constructive models in Section 5.3.2 to gain further insight into the efficiency

of Wiser with diverse ISP objectives.

5.3.1 Inferred link weights

Mahajan et al. propose a method to infer the link weights of an ISP topology by observing

the routing paths used inside it [72]. Shortest path routing produced by these weights is

consistent with the observed routing, though these weights are not necessarily what the ISP

itself uses. I assume that these weights model the ISPs’ objectives and study the efficiency

of Wiser in this scenario.

I infer weights using the same routing path data as that used by Spring et al. [109] to

measure the ISP topologies in my dataset. Routing with Wiser and anarchy is computed in

a manner similar to path length, except that ISPs optimize for their inferred link weights

rather than distance.

Figure 5.10 shows the efficiency of Wiser and anarchy with inferred link weights. It

plots the multiplicative inflation in path length relative to optimal that was computed in

Section 5.2.1. The graph shows that Wiser comes close to optimal for inferred link weights.



61

1 2 3 4 5 6

multiplicative inflation

1

10

100

%
 
o
f
 
f
l
o
w
s

anarchy
Wiser

Figure 5.10: Efficiency of Wiser and anarchy with inferred link weights. The graph plots

the CCDF of multiplicative inflation in path length relative to path length with optimal.
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Figure 5.11: The CDF of gain for individual ISPs with inferred link weights. The gain for

an ISP is measured as the reduction in average weight relative to anarchy.

Figure 5.11 shows that Wiser is win-win when ISPs use inferred link weights. It plots

the CDF of gain for individual ISPs. The gain for an ISP is measured as the reduction in

average weight of carrying traffic inside it with Wiser, relative to anarchy. No ISP loses

with Wiser.
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5.3.2 Other objectives

The last section studied the efficiency of Wiser for a particular model of ISP objectives; in

this section, I use a constructive model to further understand the efficiency of Wiser when

ISPs use different objectives.

ISPs in the Internet use a variety of optimization metrics, and even if a complete list of

possible ISP objectives were available, simulating all possible combinations is not tractable.

I simulate a simpler alternative in which I assume that each ISP has an unknown (to me)

objective, and randomly assign a cost to each link in the range [0..1]. In reality, different

ISPs will have different ranges but the cost normalization in Wiser implies that the absolute

range used in the experiment is not important to the resulting routing. Routing with Wiser

and anarchy is computed in a manner similar to path length, except that ISPs optimize for

these costs rather than distance.

When ISPs have incomparable objectives, Wiser aims to approximate Pareto-optimality.

There are multiple Pareto-optimal solutions in the system, and verifying whether a given

routing pattern is Pareto-optimal is computationally hard. Instead, I compare the efficiency

of Wiser to a Pareto-optimal routing pattern that minimizes the sum of total costs that each

ISP incurs for carrying traffic. Even though the costs of ISPs are not directly comparable,

minimizing the sum of ISPs’ costs leads to a Pareto-optimal routing pattern. If Wiser is

close to this pattern, its efficiency can be considered to be close to Pareto-optimal.

Figure 5.12 shows the efficiency of Wiser and anarchy compared to this routing pattern

by plotting the CCDF of multiplicative inflation in flow costs. The cost of a path is the sum

of the costs of the constituent links. The inflation is measured relative to the cost of the flow

in the chosen Pareto-optimal routing pattern. Unlike anarchy, Wiser is close to the chosen

Pareto-optimal routing pattern: 60% of the flows are not inflated at all, 5% of the flows are

inflated by less than a factor of 1.5, and 1% of the flows are inflated by less than a factor of

2.5. In contrast, with anarchy, 5% of the flows are inflated by a factor of 3, and 1% of them

are inflated by a factor of 4.9.
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Figure 5.12: Efficiency of Wiser and anarchy with heterogeneous ISP objectives. The

graph plots the CCDF of multiplicative inflation in cost relative to the chosen Pareto-

optimal routing pattern.
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Figure 5.13: The CDF of gain for individual ISPs with heterogeneous ISP objectives. The

gain for an ISP is measured as the average reduction in cost relative to anarchy.

To evaluate whether Wiser is win-win for this scenario of diverse ISP objectives as

well, I measure the gain for individual ISPs as the reduction in average cost of carrying

traffic with Wiser, relative to anarchy. Figure 5.13 shows that no ISP loses with Wiser.

Thus, Wiser enables ISPs with diverse objectives to cooperate in a way that produces more

efficient routing while ensuring that each ISP gains in terms of its own objective.
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Figure 5.14: The CCDF of multiplicative inflation in path length with different routing

methods. The inflation is measured relative to optimal that minimizes path length.

End-to-end path quality Enabling ISPs to optimize for their own objectives raises con-

cerns regarding the quality of end-to-end routing paths, something of utmost concern to

users. If ISPs’ objectives do not compose well, end-to-end paths may be poor. Figure 5.14

shows that this is true for randomly assigned ISP costs. It plots the multiplicative inflation

in path length, relative to optimal routing that minimizes path length (as in Section 5.2.1).

For comparison, I also reproduce the curve for anarchy from Figure 5.1 in which each ISP

routes flows based on internal length, not randomly assigned cost. While Wiser with ran-

dom agnostic costs does slightly better than anarchy with random ISP costs, it is worse than

anarchy in which each ISP optimizes for length.

However, ISPs’ costs are not truly random but rooted in meaningful traffic and network

optimization goals. (I studied random costs above to show that even when ISPs’ costs have

nothing in common, Wiser enables ISPs to approximate Pareto-optimal routing such that

each ISP gains according to its own objective.) For instance, all reasonable ISP metrics are

likely to reflect path length, a key measure of interest to users, though its contribution

toward the cost metric might vary across ISPs. Thus, the resulting end-to-end routing

paths can still be high quality because the ISPs’ metrics will roughly compose even though
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Figure 5.15: The CCDF of multiplicative inflation in path length with different routing

methods. The inflation is measured relative to optimal that minimizes path length.

they are not identical. This is probably why the path lengths with inferred link weights in

Section 5.3.1 are close to optimal.

To empirically evaluate the hypothesis above, I conduct an experiment in which ISPs’

costs are not randomly assigned but are length-sensitive. The cost of a link is l×0.5+ l×r,

where l is the length of the link and r is a random number in the range [0..1]. l×r captures

the unknown components in each ISP’s objectives, scaled to match the contribution from

the length component. Figure 5.15 shows the resulting end-to-end path length distribution.

For comparison, I reproduce the two curves of Figure 5.1 in which ISPs’ costs are com-

pletely determined by link length. Wiser with length-sensitive costs is significantly better

than anarchy and only slightly worse than Wiser when ISPs optimize for distance.

5.4 Overhead

An important requirement for a practical routing protocol is low overhead. I next study the

overhead of Wiser in terms of its implementation complexity, convergence time, routing

message processing and computation requirements. I use implementations of Wiser in

SSFNet and XORP and compare the overhead to that of BGP, the current interdomain
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routing protocol in the Internet. It is desirable that the overhead of Wiser be comparable to

that of BGP.

5.4.1 Implementation complexity

As a rough measure of the implementation complexity of Wiser, I count the number of

additional lines of code required to implement it, starting from an existing BGP implemen-

tation. The SSFNet BGP daemon consists of 26,000 lines of Java, and the Wiser imple-

mentation adds 1500, or roughly 6%, lines of additional code. The XORP BGP daemon

consist of 32,000 lines of C++, and the Wiser implementation adds 1000, or roughly 3%,

lines of additional code. The number of lines includes comments in each case, and the

Wiser implementations have not been optimized to reduce the line count.

Perhaps because of XORP’s focus on flexibility [50], implementing Wiser in XORP

took 20% less time: 8 days, compared to the 10 days required for the SSFNet implementa-

tion. The number of days includes the time spent understanding the existing code base. The

low implementation effort of Wiser for both implementations is a testament to its simplicity

as a protocol.

5.4.2 Convergence time and routing message overhead

Next, I study the convergence time and routing message overhead of Wiser. These mea-

sures need to be studied in response to changes that perturb routing because both Wiser

and BGP generate routing messages only when routing path changes are required. Con-

vergence time indicates the time that it takes for the routing to fully react to the change;

the routing message overhead indicates the load on the routers in terms of the number of

routing messages that they need to process in the meantime.

I use SSFNet for these experiments. Due to memory limitations, I conduct experiments

only over the “core” of the internetwork topology. This core includes all tier-1 nodes that

have more than one neighbor in the dataset. There are roughly 300 such nodes. Because
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Figure 5.16: The CDF of convergence time of BGP and Wiser with load-insensitive ag-

nostic costs.

the metrics that I study depend largely on the nature of this highly interconnected core [64],

the results obtained over this subset should be reflective of the overall topology. The border

routers within each ISP are organized in a fully-connected (iBGP) mesh [95].

The routing perturbations that I consider are the failures of the interconnections between

tier-1 ISPs (as in Section 5.2.2). Each failure is a significant perturbation; most changes will

have a smaller impact on routing. I study two scenarios: where ISPs use load-insensitive

agnostic costs and where they use load-sensitive agnostic costs.

Load-insensitive agnostic costs

I first study the scenario where agnostic costs are independent of load. Because ISP net-

works are highly overprovisioned, I expect this to be the common case in the Internet. Costs

are determined using geographic distances, as in Section 5.2.1.

Figure 5.16 shows the results for convergence time. It plots the CDF of the time it

takes for the routing to converge after a link failure, where convergence is defined as the

point at which no more routing changes happen. For a majority of the simulated failures,

the convergence time of Wiser and BGP is similar. But for 40% of the cases, convergence
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Figure 5.17: The CDF of maximum rate of routing messages for BGP and Wiser with

load-insensitive agnostic costs.

time is higher for Wiser than for BGP. In BGP, routers advertise only reachability, and the

routing converges as soon as the border routers attached to the failed link withdraw routes

that use that link and announce new routes to their neighbors. But with Wiser, there can

be a second round of route announcements if the normalization factor changes due to the

link failure. However, the delay in the second round of advertisements is dominated by the

MRAI (minimum route advertisement interval) timer of BGP, with a default value of 30

seconds. This timer determines the minimum gap between two routing updates sent to a

neighboring router. Experiments confirm that lower values of this timer, as advocated by

some researchers [48, 88], lead to faster convergence in Wiser. A possible way to decrease

the convergence time of Wiser without altering the value of the MRAI timer is to selectively

ignore MRAI when announcements are sent due to changes in the normalization factor; I

have not experimented with such a mechanism yet.

Even the existing convergence time of Wiser should be acceptable in the face of major

changes that I simulate, especially because the higher convergence time does not imply a

higher path unavailability time. Connectivity in Wiser is restored as quickly as in BGP.

Figure 5.17 shows the results for routing message overhead. It plots the CDF of the



69

0 5 10 15 20

convergence time (minutes)

0

20

40

60

80

100

%
 
o
f
 
f
a
i
l
u
r
e
s

Figure 5.18: The CDF of convergence time of Wiser with load-sensitive agnostic costs.

maximum message rate experienced by any router in the topology. Message rate at a router

is the number of messages received after the link failure divided by the time it takes for the

routing to converge. The graph shows that Wiser and BGP have similar routing message

overhead. The slightly lower message rate of Wiser is probably due to its higher conver-

gence time for a subset of the cases.

Load-sensitive agnostic costs

I now consider the scenario where the agnostic costs are load-sensitive and study the con-

vergence time and routing message overhead for Wiser alone, as there is no systematic way

to achieve load-sensitive routing in BGP. The agnostic costs of ISPs are determined using

the mechanism described in Section 5.2.2 except that there is a minimum time of two min-

utes between consecutive cost changes for a link to allow time for routing to fully react to

the previous change.

Figure 5.18 plots the CDF of convergence time with Wiser. It shows that in 90% of the

cases, routing converges in less than five minutes. But it can take up to 20 minutes in the

extreme, which stems from my conservative approach to changing costs in the interest of

stability. Stable and quickly-converging load-sensitive routing for large-scale interdomain

networks is an open research question [125, 14, 106, 56], and future research will hopefully

reduce this time. However, even this convergence time should be acceptable for significant
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Figure 5.19: The CDF of maximum rate of routing messages for Wiser with load-sensitive

agnostic costs. The curve for BGP is reproduced from Figure 5.17.

failures and is arguably much better than what human operators can achieve. As for the

case of load-sensitive costs, connectivity is restored fairly quickly.

Figure 5.19 plots the CDF of maximum message rate at any router in the topology. For

comparison, I reproduce the curve for BGP from Figure 5.17. The graph shows that even

when load-sensitive costs are used, the routing message rate of Wiser is similar to that of

BGP.

5.4.3 Computational overhead

As a final measure of the overhead, I study the computational load that Wiser incurs at the

router. In addition to the load imposed by BGP, routers that run Wiser compute the sums of

agnostic costs of incoming and outgoing routes, and also compute the normalization factor

for each neighboring ISP. On the other hand, these routers will have a shorter decision

process when they can select the best route in fewer steps using Wiser costs (Table 4.1),

which reduces computational load. In this section, I study the combined effect of these

activities on the computational requirements of Wiser.

I use XORP to quantify the computational overhead of Wiser. While computational load

on a router is most interesting when the router is part of a large realistic topology, I cannot
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directly use XORP to emulate such topologies. To get around this issue, I collect logs of

routing messages received by a router that is part of such topologies and feed this workload

to a machine running XORP. The mechanism for collecting message logs is specified below.

I conduct these experiments on a Linux 2.4.26 machine with a 2.2 GHz Intel Xeon processor

and 3.8 GB of memory. The computational requirement of interdomain routing is measured

using the Unix time command. I measure it in isolation of other protocols; the overall

relative overhead on a router that switches from BGP to Wiser will be lower than that

indicated by my results as routers usually run other protocols, such an intradomain routing

protocol.

I measure the processing overhead of Wiser in two scenarios. The first corresponds

to normal operating conditions for a router involved in interdomain routing in the Internet

today. The second corresponds to highly dynamic conditions.

Normal operating conditions

To understand the processing overhead of Wiser under normal conditions, I feed in the log

of routing messages at a RouteViews route server [103] that interconnects with forty-one

diverse routers in the Internet. I use logs from two days, the 1st and 2nd of September,

2005. Because these messages do not contain Wiser costs, I attach a randomly generated

cost in the integral range [1..10] to each message. To ensure that the routing tables fit

in memory, I randomly select ten out of the forty-one message sources in an experiment.

Different experiments have different sets of randomly selected sources. In all, I conduct

five experiments for logs from each day.

I find that the computational load of Wiser is only 15 to 25% higher than that of BGP

for the workload I study.
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Figure 5.20: Computational overhead of Wiser relative to BGP, measured as the percentage

increase in processor load. The x-axis represents the period with which links are failed in

the topology.

Highly dynamic conditions

To understand the processing overhead of Wiser under highly dynamic conditions, I con-

sider a scenario in which links inside tier-1 ISPs fail and recover continuously. Such ex-

treme conditions are highly unlikely to arise in practice; this experiment is designed to

stress-test Wiser.

I use SSFNet to generate a log of routing messages. The simulation topology consists

of two tier-1 ISPs, AT&T and Sprint. Each node exports 300 prefixes to the rest of the

internetwork. With this, the total number of prefixes crossing the AT&T-Sprint boundary

is similar to the roughly 10K prefixes that Sprint announces to AT&T, as seen at a publicly

accessible AT&T route server [102]. Wiser costs are determined by distance. Periodically,

with different periods in different experiments, I fail a randomly selected link in the topol-

ogy. The failed link recovers after one period, at which point a new link is failed. I log

routing messages seen at ten randomly selected routers and feed them to the XORP test

router.

Figure 5.20 shows the computational overhead of Wiser relative to BGP. Observing the
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graph from right to left, as the period is reduced, the overhead of Wiser increases as routers

do more work to keep the normalization factor up-to-date and re-evaluate routing tables

when the rate changes. Decreasing the period further reduces the overhead because the

update frequency of the normalization factor is limited by the frequency with which border

routers share their sums of incoming and outgoing agnostic costs. The graph shows that

even at the peak of these highly dynamic conditions, the computational load of Wiser is

less than twice that of BGP.

5.5 Robustness to Cheating

The experiments above show that Wiser enables efficient routing between cooperating ISPs

and with low overhead, but to avoid potential abuse it must also be robust to cheating ISPs

that deviate from the protocol specification. I study two likely motivations for cheating –

reducing the average cost of the traffic that an ISP already carries and attracting more traffic

to its network to get more revenue.

5.5.1 Reducing average cost

An ISP can try to reduce the average cost of the traffic that it carries using two methods,

depending on whether the traffic is incoming or outgoing. For incoming traffic, it can be

dishonest about the agnostic costs that it advertises to its neighbors such that the traffic en-

ters its network at more favorable interconnections. For outgoing traffic, it can dishonestly

select interconnections to neighboring ISPs. Below, I study the impact of each of these

behaviors, first in isolation and then in combination.

I consider pairs of ISPs that interconnect in multiple places. This allows me to study in

isolation the average cost of carrying traffic because the overall traffic entering and leaving

the ISPs’ networks stays constant. Traffic is composed of a unit flow between each PoP in

one ISP to each PoP in the second.
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I use distance as the ISP cost metric (as in Section 5.2.1). Another potential objective

is one based on reducing traffic on overloaded links. But that is easily accomplished by

(honestly) increasing the cost of the overloaded links to drive traffic away from them.

Incoming traffic

To investigate the robustness of Wiser to a cheating ISP that tries to unfairly reduce the

cost of its incoming traffic, I simulate a situation in which the downstream ISP is dishonest

about the costs it discloses to the upstream ISP. I assume that the dishonest downstream ISP

has complete information about the traffic patterns and the other ISP’s costs for sending

traffic. This is an overestimation of the cheater’s abilities because in practice there will be

uncertainty in this information. The uncertainty can be increased, for instance, if the honest

ISP randomizes its path selection among nearly equal cost paths. Using this information,

the cheating ISP can compute the set of costs that will influence path selection in its favor.

Cost normalization imposes a constraint on the set of dishonest costs, as they cannot be

completely arbitrary.

Computing the dishonest costs to bring maximal gain to the cheater within the normal-

ization constraint is NP-hard. Instead, I use a simple hill climbing algorithm to approxi-

mate such costs. The algorithm works in iterations. Each iteration starts with a random

ordering of destination and interconnection point pairs. Considering each pair in order, the

downstream ISP computes the cost (of that destination through that interconnection) that

would bring maximal gain, using precise information about the traffic and the behavior of

the upstream ISP. The algorithm ends when no cost changes occur in an iteration. I ex-

periment with different seeds for the random number generator to ensure that the results

are robust. I also obtain qualitatively similar results with an algorithm based on simulated

annealing [60].

Figure 5.21 shows the results of this experiment. The top and middle graphs plot the

CDF of the gain for the honest and the dishonest ISPs, where ISP gain is measured as the

reduction in average distance relative to anarchy. The “no constraint” curve corresponds
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to a situation where the normalization constraint on downstream ISP’s costs does not exist,

giving it the ability to advertise arbitrary costs. The graphs show that, for the strategy I

consider, both the loss for the honest ISPs and the gain for the dishonest ISPs are small with

Wiser. Both the loss and gain is significant in the absence of the normalization constraint,

which underscores the value of normalization in making Wiser robust to cheating.

The bottom graph in Figure 5.21 shows the impact of cheating on traffic performance.

It plots the multiplicative inflation, relative to optimal, for the cases of Wiser with an honest

downstream, Wiser with a dishonest downstream, and routing without normalization con-

straint. It shows that the traffic performance does not suffer much with Wiser but is poor

when there is no constraint on cheating. Thus, even if a few ISPs continue to cheat in spite

of the limited gain, the constraints imposed by Wiser ensure that traffic performance will

not suffer for the topology, workloads and strategy that I study.

Outgoing traffic

I now evaluate the robustness of Wiser to a cheating upstream ISP that attempts to reduce

the cost of its outgoing traffic by dishonestly selecting paths. The incentive to pick low

cost paths in Wiser is predicated on that an upstream ISP will have to make a higher virtual

payment when it selects paths dishonestly than when it selects paths honestly. A higher

payment will increase the payment-to-cost ratio, possibly leading to monetary penalties.

Figure 5.22 plots the ratio of the average virtual payment made by the upstream ISP to

the average cost announced by the downstream ISP. With Wiser, the ratio is less than 0.8

for 75% of the cases. Higher ratios with Wiser correspond to pairs of ISPs with too few

routing path choices, such that optimal, Wiser and anarchy lead to similar paths. The “no

constraint” curve shows the payment ratios that emerge with completely dishonest path

selection. The ratios hover around 1, as expected, and 80% of the pairs have a ratio of more

than 0.8.

To understand the impact of an ISP cheating within the limits of Wiser, I assume that

ISPs have a contractual obligation to maintain a ratio less than 0.8. Otherwise, there are
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Figure 5.21: The impact of dishonest cost disclosure on ISP gain and path length. The ISP

gain is measured as the reduction in average distance relative to anarchy. The inflation is

measured as the increase in length relative to optimal. Top: The CDF of gain for honest,

upstream ISPs. Middle: The CDF of gain for dishonest, downstream ISPs. Bottom: The

CCDF of inflation in path length.
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Figure 5.22: The CDFs of payment ratio with Wiser and in a scenario where the upstream

ISP selects locally optimal paths.

monetary penalties or the other ISP terminates the coordination agreement altogether. This

threshold is chosen for illustrative purposes; different pairs of ISPs will use different thresh-

olds based on their situation. ISP pairs that have a ratio higher than 0.8 even with honest

path selection will have a different bound and I ignore them for this analysis. (While Wiser

does not directly enable ISPs to select a ratio threshold, reasonable thresholds will emerge

as ISPs gain more experience with Wiser. This is similar to the emergence of the current

bounds on the ratio of the traffic exchange between peers.)

Since some ISPs have a lower ratio than 0.8 when they select paths honestly, they can

try to cheat by modifying their path selection such that the ratio is close to 0.8. In my

simulation, an upstream ISP increases its ratio by artificially reducing the normalization

factor. This reduces the relative weight given to the downstream ISP’s costs, which makes

the path selection more favorable to the upstream ISP. I use binary search to compute the

minimum normalization factor that keeps the ratio less than 0.8. While other strategies

to increase the ratio are possible, compared to the strategy that I simulate, they can only

increase the gain for the upstream ISP without increasing the cost to the downstream ISP.

Thus, the simulated strategy represents an upper bound on the loss for the downstream ISP.
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Figure 5.23: The CDFs of payment ratio with Wiser, both when the upstream ISP is honest

and when it is dishonest within the bounds of Wiser, and in a scenario where the cheating

is not constrained.

It also represents a lower bound on the traffic performance because increasing upstream

gain without increasing downstream loss improves overall performance when the ISPs’

metrics are similar.

Figure 5.23 shows the resulting ratio profile. As expected, many ISPs have a payment

ratio around 0.8. The two previous curves for Wiser with honest upstream ISP and no

constraints are reproduced for comparison.

Figure 5.24 shows the impact of this cheating strategy on ISP gain and path length. The

top two graphs show that, for the topologies, workloads and strategy that I study, Wiser

limits the gain for the dishonest ISP and the loss for the honest ISP. The respective gain

and loss is high in the no constraint case, which implies that the payment ratio constraint

helps to make cheating less effective in Wiser. The bottom graph shows that the traffic

performance does not suffer much even if a few ISPs continue to cheat within the constraint

imposed by Wiser.
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Figure 5.24: The impact of dishonest path selection on ISP gain and path length. The ISP

gain is measured as the reduction in average distance relative to anarchy. The inflation is

measured as the increase in length relative to optimal. Top: The CDF of gain for dishonest,

upstream ISPs. Middle: The CDF of gain for honest, downstream ISPs. Bottom: The

CCDF of inflation in path length.
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Figure 5.25: The impact of dishonest cost disclosure and dishonest path selection on ISP

gain and path length. The ISP gain is measured as the reduction in average distance relative

to anarchy. The inflation is measured as the increase in length relative to optimal. Top: The

CDF of gain for dishonest ISPs. Middle: The CDF of gain for dishonest ISPs. Bottom: The

CCDF of inflation in path length.
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Incoming and outgoing traffic

To conclude the investigation into the robustness of Wiser to a cheating ISP that tries to

reduce the average cost of traffic it carries, I evaluate the impact of a cheating ISP that

uses both of the strategies above simultaneously. Figure 5.25 shows the results in the same

format as before. As is the case for using these strategies individually, for the topologies,

workloads and strategies that I study, the constraints imposed by Wiser limit the gain for

the dishonest ISP and the loss for the honest ISP. The constraints also ensure the traffic

performance does not suffer significantly.

5.5.2 Attracting traffic

In this section, I consider another motivation for an ISP to cheat. Here, a transit ISP tries

to attract more traffic to its network, and thus away from other transit ISPs, so that it can

collect more revenue from its customers.

I simulate a situation where a transit ISP tries to attract more traffic that originates from

or is destined for its multi-homed customers, i.e., customer ISPs that connect to multiple

provider ISPs. The issue of attracting traffic corresponding to singly-homed customers is

moot since that traffic already traverses the ISP’s network. The transit ISP cheats by hiding

its internal cost for traffic corresponding to multi-homed customers, by pretending that the

cost of the internal path taken by such traffic is zero. The result is that the neighbors of this

ISP will be more likely to choose paths that traverse its network.

I conduct experiments corresponding to different tier-1 ISPs acting as the cheater; ex-

actly one tier-1 ISP cheats in each experiment. The complete internetwork topology is used

for these experiments. Traffic consists of a flow between each pair of PoPs.

Figure 5.26 shows the results of this experiment. The top graph plots the CDF of the

percentage of additional flows that a tier-1 ISP can attract to its network using the above

strategy. The cheating ISPs can attract from 3 to 27% more flows to their networks, with

the average being 12%. However, while successful at attracting traffic, this behavior is
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Figure 5.26: The impact of hiding internal costs on incoming traffic and path length. Top:

The CDF of additional flows a tier-1 ISP attracts by hiding internal costs. Bottom: The

CCDF of inflation in path length, measured as the increase relative to optimal.

undesirable if the ISP wants to provide good performance to its customers. The bottom

graph plots the inflation in path length, relative to optimal, for flows that have been attracted

to their networks by the cheating ISPs. For comparison, it also plots the inflation in path

length with anarchy and with Wiser when the tier-1 ISPs act honestly. The graph shows that

with cheating the path length suffers for many flows. This acts as a disincentive against such

behavior because it is in the interest of the transit ISP to not indulge in behavior that leads

to poorer performance for customer traffic (and it is also in the interest of the customers to

monitor for this behavior).



86

5.6 Summary

In this chapter, I used measured ISP topologies and two independent implementations to

evaluate Wiser for its efficiency, overhead and robustness to cheating. Overall, I found that

Wiser leads to efficient routing with low overhead and limits the gain from cheating for the

topologies, workloads and strategies that I studied.

For the scenarios where ISPs have comparable metrics and cooperate honestly, I evalu-

ated the efficiency of Wiser for two metrics of interest to users and ISPs. For the path length

metric, I found that compared to optimal, the average path length is only 4% higher with

Wiser as opposed to being 13% higher with anarchy. While this may represent a useful

gain in efficiency, the primary difference between the two routing methods is in the tail

of the path length distribution. The top 1% of the paths are longer by a factor of six with

anarchy and only by a factor of 1.5 with Wiser. This suggests that Wiser can be effective at

optimizing the poor tail of Internet paths, a task that requires costly and unreliable manual

intervention today. My results also suggest that protocols based on multilateral barter or

global currency are unwarranted in the Internet, because the efficiency of bilateral barter

in Wiser comes close to socially optimal routing. (In the next chapter, I posit explanations

for this effect.) For the bandwidth metric, ISPs need to provision much less with Wiser

than with anarchy for the models that I considered. The average difference is 8% which

translates into significant monetary savings for ISPs if they need to upgrade their networks

less frequently.

For the scenario where ISPs have diverse objectives and are cooperative, I showed that

Wiser enables them to cooperate such that each gains by its own reckoning, and the effi-

ciency comes close to being Pareto-optimal. Additionally, end-to-end performance does

not suffer when ISP objectives are partially grounded in metrics of interest to end users.

I also used two independent implementations of Wiser, one in SSFNet and another in

XORP, to quantify its overhead relative to BGP for several metrics of interest. I found that

Wiser is easy to implement. On top of existing BGP implementations, it required fewer than
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6% additional lines of code on each platform. I found that the routing message processing

overhead that Wiser imposes on routers is similar to BGP. With workloads seen by routers

today, the computation overhead of Wiser is within 15-25% of BGP. I also showed that

Wiser has acceptable convergence time even in response to major routing perturbations.

Finally, for the topologies, workloads and strategies that I considered, I showed that the

constraints in Wiser that stem from cost normalization and virtual payment ratio limit the

gains for cheating ISPs and losses for honest ISPs.
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Chapter 6

EVALUATION II:
UNDERSTANDING THE DESIGN SPACE

In this chapter, I use a mix of analytical and empirical evaluation to explore the design

space of coordination protocols for Internet routing. My goal is to understand the charac-

teristics of the Internet topology that are responsible for the efficiency of Wiser and whether

potentially simpler approaches can lead to similar efficiency. I divide this exploration into

two parts.

1. Can potentially simpler approaches lead to equally efficient routing? The empiri-

cal results in the last chapter suggest that approaches that are more complicated than Wiser,

such as those based on multilateral barter, are unwarranted in the Internet. A related ques-

tion of interest is whether simpler protocols can be equally efficient. I explore this question

in Section 6.1 in the context of the two key elements of my approach, holistic barter and

agnostic costs.

• Holistic barter Wiser takes a holistic view of the traffic exchanged between two

ISPs. While the other extreme of considering only one flow at a time is inefficient

because it leads to anarchic routing, a natural intermediate point is considering pairs

of flows going in opposite directions. Barter based on pairs of flows might lead to

efficient routing; for instance, it would be successful in the scenario in Figure 4.1

using a simpler protocol. I show that routing based on flow-pair barter is not efficient

for the topologies and workloads that I study.

• Agnostic costs based on cardinal preferences I investigate whether less informa-

tion can be disclosed than the cardinal preferences used in Wiser, without sacrificing
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efficiency. While I leave a complete answer for future work, to gain insight into

the matter, I compare Wiser with ordinal preferences which represent another natu-

ral point in the information disclosure spectrum. Ordinal preferences are used today

with MEDs. While they disclose less information, I show that they are not as efficient

as cardinal preferences for the topologies and workloads that I study.

2. Why does the bilateral barter of Wiser lead to efficient routing in the Internet?

The previous chapter also showed that, for the topologies, workloads and ISP behaviors

that I studied, the efficiency of Wiser comes close to that of optimal routing that optimizes

the internetwork using global information. This is surprising because, in general, bilateral

barter is expected to be less efficient. This suggests that certain aspects of the Internet

topology may be responsible for the efficiency of Wiser. I use analysis in Section 6.2 to

show how this behavior potentially results from a similarity in ISPs’ cost.

6.1 Efficiency of Simpler Approaches

In this section, I investigate whether simpler approaches than Wiser might be effective at

computing efficient routing paths. I conduct this investigation for two key aspects of Wiser:

holistic barter and cardinal preferences. Below, I study alternatives to these and empirically

evaluate their efficiency.

The methodology in this section is similar to the path length experiments in Section 5.2.1,

except that here I consider only pairs of adjacent ISPs that interconnect in two or more

places (so that there are multiple interconnections to choose from while routing). This al-

lows me to focus on the efficiency of the underlying bilateral barter between adjacent ISPs.

Both ISPs optimize for distance. Traffic consists of unit flows from each PoP in one ISP to

each PoP in the second ISP.
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Figure 6.1: The CCDF of multiplicative inflation in path length, relative to optimal, with

anarchy, flow-pair barter, and Wiser.

6.1.1 Flow-pair barter

I first evaluate whether the holistic barter is important by comparing its routing efficiency

to an approach based on flow-pair barter. In flow-pair barter, ISPs consider pairs of flows

going in opposite directions between two PoPs. Considering flow-pairs is a natural inter-

mediate point between optimizing individual unidirectional flows, as is done today, and all

flows in both directions, as is done in Wiser. For instance, this routing methodology would

be successful in the scenario in Figure 4.1.

Flow-pair barter implements win-win routing for each pair. ISPs look for pairs of in-

terconnections that, compared to the anarchic choice of interconnections for the two flows,

lead to a gain for at least one ISP while ensuring that the other does not lose. When multiple

such interconnection pairs exist, the one that minimizes the sum of the end-to-end lengths

of the two paths is used. When no such interconnection pair exists, the two flows continue

to use anarchic interconnections, ensuring that neither ISP loses.

Figure 6.1 plots the CCDF (complimentary cumulative distribution function) of multi-

plicative inflation of path length with anarchy, flow-pair barter, and Wiser relative to op-

timal path length. Each point corresponds to a flow across a pair of adjacent ISPs. The
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graph shows that, for the topologies and workloads that I study, flow-pair barter has poor

efficiency; in fact, it does not lead to much efficiency improvement over anarchy.

6.1.2 Ordinal preferences

I now compare the efficiency of ordinal preferences to that of cardinal preferences. Ordinal

preferences disclose less information and are particularly interesting because they are al-

ready disclosed by ISPs that use MEDs. While ISPs today often use their IGP costs, which

are cardinal, as the basis for MEDs [75, 76], BGP considers only their relative ordering and

ignores their magnitudes. The efficiency comparison helps to ascertain whether ISPs must

disclose cardinal preferences to achieve efficient routing.

I compute the routing with ordinal preferences in a manner similar to that of Wiser.

Downstream ISPs disclose their ordinal preference for each interconnection in the integral

range [1..N ], where N is the number of interconnections between the two ISPs, and a

lower preference corresponds to a more preferred interconnection. Upstream ISPs select the

interconnection that minimizes the sum of local and remote preferences. If multiple such

interconnections exist, the one with the minimum preference for the upstream ISP is chosen.

The extent of information disclosed by ISPs, but not the path selection method, is thus

similar to that of MEDs. I obtained similar results with another method for path selection:

upstream ISPs select the interconnection that minimizes the maximum preference across

the two ISPs. If multiple such interconnections exist, the one with the minimum sum of

preferences is chosen.

Figure 6.2 shows the CCDF of multiplication inflation of path length, relative to op-

timal, with Wiser, ordinal preferences, and anarchy. Because the efficiency of early-exit

routing is similar to that of late-exit routing achieved with MEDs, the curve for anarchy

also represents the efficiency of routing with MEDs as used today. The graph shows that,

for the topologies and workloads that I study, the routing efficiency achieved using ordinal

preferences is not much better than anarchy. A closer investigation suggests that Wiser is

more efficient because cardinal preferences can identify interconnections that, compared to
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Figure 6.2: The CCDF of multiplicative inflation in path length, relative to optimal, with

anarchy, ordinal preferences, and Wiser.

another interconnection, lead to a small loss for one ISP but a bigger gain for the other such

that the overall path is better. Ordinal preferences are not able to do this because they do

not capture the magnitude of gain or loss.

6.2 Explaining the Efficiency of Wiser

In this section, I use analytic models to gain insight into the quality of routing produced

by Wiser as a function of ISP topologies. A high-fidelity model of the Internet topology

depends not only on how various ISPs connect to each other but also on the internal topolo-

gies of ISPs, which are different for different ISPs [110]. Instead of constructing such a

detailed model, I work with a simpler abstraction. Even this simple model, which I vali-

date using controlled experiments with measured ISP topologies, is more realistic than the

only other model of selfish ISP routing of which I am aware [54]. Combined with the em-

pirical results presented in Chapter 5, the model helps to understand the characteristics of

the Internet topology that make Wiser-like bartering successful. I first model the two ISP

case and then build on that model to understand routing efficiency for the general case of

multiple ISPs.
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Figure 6.3: A simple analytic model of barter between two ISPs. The two ISPs interconnect

in N locations. The internal ISP topology is modeled as a random mesh. The internal cost

of carrying a packet between two nodes is uniformly distributed in the range [0..1] for ISP-1

and [0..W ] for ISP-W .

6.2.1 Two ISP Case

Figure 6.3 shows my model for the case of two ISPs. These two ISPs, called ISP-1 and ISP-

W , interconnect in N places. I model the internal ISP topology as a mesh in which the cost

of transporting a packet between two nodes is drawn from a uniform random distribution

in the range [0..1] for ISP-1 and [0..W ] for ISP-W (W ≥ 1). W captures the heterogeneity

between the two ISPs: a higher W implies that the average cost of carrying packets inside

ISP-W is higher, due to either its bigger geographic spread or other topological factors. I

consider the cost of transporting a packet across the two ISPs as the sum of the costs it

incurs inside each ISP. This assumes that either both ISPs have comparable objectives or

that their objectives have been mapped into comparable costs.

While I focus on uniform continuous costs, this framework can accommodate other cost

models. For instance, I also analyzed a bimodal cost function in which the costs for ISP-1

are 0 or 1 and for ISP-R are 0 or W . This is a simple abstraction for a congestion-based cost

metric that classifies paths between two nodes as being either congested or not congested.

The qualitative results with this cost function are similar to those presented below.

Realistically, the cost of the path between a pair of nodes inside an ISP network is not

independent of the costs of paths between other pairs because of topological constraints.
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For instance, paths between pairs of nodes that are not directly connected depend on other

paths. However, this simplification makes it possible to analytically compute the costs of

various routing methods, and as I confirm through controlled experiments with measured

topologies, it does not detract from the main purpose of the model which is to provide

insight into the efficiency of Wiser.

This model is more realistic than the earlier model proposed by Johari and Tsitsik-

lis [54] because it enables a characterization of the impact of two important topological

factors, N and W . Their model ignores these factors as it assumes that ISP topologies are

identical (W=1) and computes the worst-case inefficiency independent of the number of

interconnections. I show that efficiency of routing paths depends on these factors.

I now use my model to compute the expected cost of routing using different methods

and quantify their relative efficiencies.

Routing Costs

The goal of interdomain routing in the two ISP case is to select interconnections for traffic

that crosses ISP boundaries. Consider the following four routing methods for selecting

interconnections.

1. Early-exit routing (or anarchy) selects the interconnection that is closest to the

source of the packet inside the upstream ISP. Consider a packet going from ISP-1 to ISP-

W. The expected cost of transporting this packet inside the upstream ISP is the expected

value of the minimum of N random numbers. These numbers represent the costs from the

source to the interconnection points, of which the upstream ISP picks the minimum. This

cost is
∫ 1

0
x N dx (1 − x)N−1 = 1

N+1
; the probability of x being the minimum out of N

numbers is N dx (1 − x)N−1, and integrating it after multiplying by x yields the expected

value of the minimum. The expected cost inside the downstream ISP is W/2 because that

is the cost to carry a packet from an interconnection to a randomly selected destination.

Adding the costs of both ISPs yields 1
N+1

+ W
2

, which is the total expected cost of a packet
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going from ISP-1 to ISP-W . Similarly, the expected cost of a packet going in the other

direction is 1
2

+ W
N+1

.

Assuming that the traffic in the two directions is equal, the expected cost of all traffic

is Cearly(N,W ) = (W+1)(3+N)
4(N+1)

. The individual costs to the two ISPs are C1
early(N,W ) =

N+3
4(N+1)

and CW
early(N,W ) = W (N+3)

4(N+1)
.

2. Optimal routing selects the interconnection that minimizes the total cost of the packet

across the two ISPs. The cost of a packet through an interconnection can be modeled as

the sum of two random numbers and the expected cost of optimal routing is the expected

value of the minimum sum. I derive the expected cost of optimal routing in Appendix A

and present only the final result below.

The expected total cost of optimal routing is:

Coptimal(N,W ) =
N

3W
2F1(

3

2
, 1 − N,

5

2
,

1

2W
)

+
N

2(2W )N

(

(2W + 1)((2W − 1)N − 1)

N
−

(2W − 1)N+1 − 1

N + 1

)

+
2WN + W + 1

(2N + 1)(2W )N

where 2F1 is the Gauss hyper-geometric function: 2F1(a, b, c, z) =
∑

∞

k=0

“a

k

”

„

b

k

«

zk

“c

k

”

k!
.

The individual cost for ISP-1 is:

C1
optimal(N,W ) =

N

6W
2F1

(

3

2
, 1 − N,

5

2
,

1

2W

)

+
(2W − 1)N − 1

2(2W )N

+
N + 1

(2N + 1)(2W )N

And for ISP-W is:

CW
optimal(N,W ) = Coptimal(N,W ) − C1

optimal(N,W )
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3. Wiser selects an interconnection that minimizes the cost after normalization. The

costs of ISP-W will be normalized by dividing by W . At this point, the normalized cost

of routing with Wiser is same as that of optimal routing with W = 1. Thus, individual

costs for ISP-1 is C1
Wiser(N,W ) = Coptimal(N, 1)/2 and for ISP-W is CW

Wiser(N,W ) =

WCoptimal(1)

2
. The expected total cost is CWiser(N,W ) =

(W+1)Coptimal(1)

2
.

4. Random-exit routing selects an interconnection for each flow randomly. This method

is not prevalent in the Internet; I analyze its efficiency only as a point of comparison. Its

expected cost is Crandom(N,W ) = W+1
2

. The expected costs of routing within ISP-1 is

C1
random(N,W ) = 1

2
and within ISP-W is CW

random(N,W ) = W
2

.

Relative Efficiency

I now study the efficiency of the different routing methods as a function of W , the topo-

logical factor that captures the heterogeneity between ISP costs. I use cost inflation, which

is the ratio of the cost of the given routing method and the cost of optimal, as the measure

of efficiency. This measure captures the average inflation, not the worst-case inflation, for

individual flows. This metric underestimates the benefit of Wiser in that it discounts the

impact of egregiously bad cases that operators need to manually improve today. To confirm

the existence of such cases, I use simulation to study the distribution of flow costs.

I empirically validate model predictions using measured ISP topologies. Details on

measured topologies are presented in Chapter 5. To study the impact of W in isolation,

I take a measured ISP topology, corresponding to ISP-1, and assume that it interconnects

with a replica of itself, corresponding to ISP-W . To mimic today’s networks in which

interconnections are usually present in well-connected cities, only nodes that connect to at

least three other nodes are chosen (randomly) to be interconnections. The costs inside ISP-

1 are based on link length, and to simulate different values of W , the costs inside ISP-W

are scaled accordingly. Traffic over this two ISP topology consists of unit flows from each

node inside one ISP to each node inside the other ISP.
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Figure 6.4: Cost inflation with anarchy and Wiser relative to optimal. Left: Analytical

results. Right: Results using the AT&T topology.

Figure 6.4 plots the inflation due to anarchy and Wiser as a function of W . The number

of interconnections, N , is set to six. The left graph shows the average inflation predicted

by the model. Wiser is always more efficient than anarchy. It closely approximates optimal

for low values of W but is less efficient for higher values of W ; I explain this effect below.

The right graph shows the experimental results using AT&T, a tier-1 ISP, as the input topol-

ogy. Qualitatively similar results are obtained with other tier-1 ISPs. The trends largely

agree with the model though the inflation with anarchy is lower, likely due to simplifying

assumptions in the model, such as the independence of costs of paths between two nodes.

Although not shown in the figure, anarchy is much better than random-exit routing. For

instance, the inflation at W = 5 with random-exit routing is roughly 3, while the inflation

with anarchy is only 1.8 (left graph). Thus, the act of each ISP doing the best for itself,

even without regard for others, leads to a more efficient system compared to completely

oblivious routing.

Figure 6.5 shows that the higher average inflation of anarchy leads to a poor tail for

both the model and the AT&T topology. The model results are obtained by simulating

one thousand flows from ISP-1 to ISP-W and an identical number of flows in the opposite
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Figure 6.5: The CCDF of multiplicative cost inflation with anarchy and Wiser relative to

optimal. The value of W is set to two. Left: Results using the model. Right: Results using

the AT&T topology.

direction. Traffic for the AT&T topology is the same as above. The graphs plot the CCDF

of multiplicative inflation in flow costs relative to optimal. As is observed in practice, they

show that while most flows are not inflated, some of them are significantly inflated with

anarchy.

To investigate why Wiser is less efficient than optimal for higher values of W , Figure 6.6

plots the gain of Wiser and optimal for individual ISPs. Gain is computed as the reduction

in cost compared to the cost of anarchy. The left graph shows the analytical results and the

right graph shows the results using the AT&T topology. The graphs show that while with

Wiser both ISPs have similar relative gains, with optimal, ISP-W gains at the expense of

ISP-1. Thus, because optimal disregards ISP boundaries, ISP-1 suffers for the greater good.

In Wiser, the win-win constraint reduces overall efficiency when the ISPs are very diverse.

That the efficiency of Wiser comes close to that of optimal routing for the topologies studied

in Chapter 5 suggests that the costs of ISPs that interconnect in multiple places are roughly

similar, at least for the metrics that I studied.
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Figure 6.6: Gain for individual ISPs with Wiser and optimal, measured as the reduction

in cost compared to anarchy. Left: Analytical results. Right: Results using the AT&T

topology.

6.2.2 Multi-ISP Case

I now try to understand the efficiency of anarchy and Wiser in the general case of multi-

ple ISPs. Unlike the previous section, where I used analysis to compute the average cost

inflations of these methods, I use simple arguments to provide insight into their worst case

inflations relative to optimal.

Consider two nodes in the Internet. Assume that the optimal path P0 between these

nodes has cost C0 and consists of k0 ISPs. C0 = c
i1
0

0 + c
i2
0

0 + · · ·+ c
i
k0

0

0 , where i10 is the source

ISP, ik0

0 is the destination ISP, and c
i
j
0

0 is the cost inside the j-th ISP. Consider another

potential path P1 between the two nodes with cost C1 (≥ C0) and with k1 ISPs along the

path. In similar notation, C1 = c
i1
1

1 + c
i2
1

1 + · · · + c
i
k1

1

1 .

Now consider the path selection of the two routing methods. Anarchy selects paths

based purely on the internal cost of the source ISP and can select P1 independently of how

much higher C1 is compared to C0. Thus, the worst case inflation with anarchy, relative to

optimal, is bounded only by the ratio of the costs of the costliest path and the optimal path.

With Wiser, after a series of cost normalizations, the costs of the two paths as perceived
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by the source ISP will depend on the normalization factors of the ISPs along the path.

For instance, for P0, the perceived cost will be c
i1
0

0 + w
i1
0

i2
0

(c
i1
0

0 + w
i2
0

i3
0

(· · · ))), where wa
b is

the normalization factor between ISP-a and ISP-b. The costlier path, P1, will be chosen

only when the normalization factors are such that its perceived cost is less than that of P0.

Thus, the worst case inflation with Wiser is a (complex) function of normalization factors

in the topology. The inflation will be lower when the normalization factors in the network

are closer to one. Additionally, because the nature of Internet routing is such that packets

spend most of their time inside one or two large ISPs that sell transit to other ISPs [45], the

normalization factors between these transit ISPs have the most impact on path selection. If

the normalization factors between these ISPs is close to one, the inflation due to Wiser will

be low. The last chapter shows that the efficiency of Wiser is close to that of optimal, which

suggests competing transit ISPs have similar costs for the topologies and ISP objectives

that I study.

6.3 Summary

In this chapter, I used empirical evaluation to understand whether approaches that are po-

tentially simpler than Wiser can produce efficient routing, and I used analysis to understand

the characteristics of the Internet topology that help Wiser find efficient routing paths. For

the ISP topologies that I considered, I showed that holistic barter is key to efficiency with

win-win routing; barter over pairs of flows, a natural intermediate point between consid-

ering individual flows and all traffic, does not result in efficient routing. I also showed

that ordinal preferences that ISPs disclose today as part of MEDs do to result in efficient

routing. My model predicts that the efficiency of routing with Wiser is high when ISPs,

especially large transit ISPs, have similar costs.
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Chapter 7

RELATED WORK

In this chapter, I place my work in the context of existing research. I identify three

themes of related research. The first theme focuses on optimizing interdomain traffic; the

second theme examines the inefficiency of routing with competing interests; and the third

theme is protocol design in competitive environments. I consider each in turn.

7.1 Optimizing Interdomain Traffic

There is a large body of work aimed at optimizing interdomain traffic, which can be classi-

fied into several distinct approaches. Table 7.1 lists these approaches and points out for each

approach whether it meets the requirements mentioned in Chapter 3 and leads to efficient

routing. Below, I discuss these approaches and compare them to Wiser.

7.1.1 BGP-based optimization

Perhaps the most common approach to optimizing interdomain traffic is to work within the

constraints of BGP. In this approach, ISPs independently control their incoming and out-

going traffic by tuning their routing messages and path selection policies. Many examples

of this approach exist, including several that are embedded in e-mail exchanges between

operators, such as those on the NANOG mailing list [83]. All of them tackle a specific

aspect of overall interdomain traffic optimization. MEDs and AS-path prepending which

were described in Chapter 2 belong to this class of techniques. I describe a few others

below and then contrast this approach with Wiser.

• Uhlig and Bonaventure address the problem of optimizing outgoing traffic from stub

ISPs [119], or ISPs that do not provide transit to other ISPs. They propose that instead



102

Table 7.1: A comparison of various approaches for optimizing interdomain traffic. An “X” implies that the approach in the

corresponding column satisfies the criterion in the corresponding row. The classification for each approach is explained in the

corresponding subsection.

BGP Currency Mechanism SMPC Admission Interdomain Overlays Wiser

based based design control QoS

Limits information × × × × ×

disclosure

Supports diverse × × × × ×

ISP Objectives

Win-win × × ×

Robust to cheating × × × × ×

Low overhead × × × × × ×

Efficient × × × × × ×
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of manually tweaking outgoing traffic, as is done today, network operators specify

their objective, such as an even distribution of traffic across all interconnections, to

a central network controller. Based on the amount of traffic for various destinations,

the controller decides via which interconnection the traffic to each destination should

exit. The controller implements its decisions by sending appropriate messages to

routers within the ISP.

• Quoitin et al. address the problem of optimizing incoming traffic to stub ISPs [91].

They propose that ISPs use redistribution community attributes in their routing mes-

sages. These attributes control further distribution of routing messages by upstream

ISPs [19], which determines how traffic enters the ISP. For instance, if a stub ISP uses

redistribution communities to request an upstream ISP to not propagate the routing

messages for certain destinations to its peers, traffic from those peers will not come

in through the interconnection between the stub and the upstream ISP.

A few commercial products [52, 101] also address the problem of managing incom-

ing and outgoing traffic for stub ISPs, but the techniques that they use are proprietary.

• Feamster et al. propose a set of recommendations that transit ISPs should follow

while re-configuring path selection policies to control outgoing traffic [37]. Their

recommendations are based on the assumption that the neighboring ISPs employ

common path selection policies, so that the behavior is predictable.

Uhlig and Quoitin also address the problem of managing outgoing traffic from transit

ASes [120]. As for their work for stub ISPs [119], they develop a centralized con-

troller that decides how traffic leaves each border router, based on the transit ISP’s

optimization criteria. The controller also tries to minimize the number of configura-

tion or routing messages that need to be sent to internal routers.

The key characteristic of the BGP-based approach, and thus that of all proposals above,

is that it does not require any coordination among ISPs. This is both a limitation and an
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advantage. The limitation is that it results in inefficient routing because of two reasons.

First, in the absence of coordination, ISPs have no incentive to be sensitive to other ISPs’

concerns. This leads to locally optimal routing decisions that are not as efficient from a

global perspective. It can also lead to instabilities. While ISPs can minimize instabili-

ties by opting for mechanisms that are less likely to evoke a counter-response from other

ISPs, doing so limits their ability to achieve their objectives [37]. Second, even if an ISP

wanted to be sensitive to other ISPs’ concerns in the interest of efficiency, limited visibility

into their networks acts as an impediment. In contrast, through the disclosure of agnostic

costs and ISP coordination, Wiser produces efficient routing by encouraging each ISP to be

sensitive to other ISPs’ concerns.

The advantage of the BGP-based approach is that, in the absence of any coordination,

ISPs can independently select their optimization criteria and need not worry about other

ISPs manipulating the coordination mechanism. Wiser retains these advantages by using

agnostic costs and limiting the loss to honest ISPs due to cheating.

The BGP-based approach satisfies all of the criteria listed in Table 7.1 except that it

does not produce efficient routing. I consider it to be win-win by definition; no ISP loses

compared to today’s unilateral routing.

7.1.2 Currency-based routing

Another approach to interdomain traffic optimization is to use real money as the basis of

path selection. Two separate proposals employ this approach [3, 79]. Both propose that

downstream ISPs include the monetary price of carrying traffic as part of their routing

messages. Upstream ISPs pay this price when they choose to send traffic to that destination

along that route. They are expected to pick the cheapest routes, based on local costs and

advertised prices. Circuitous paths would become less common because they are likely to

have a higher monetary cost.

I believe that using real money at such a fine granularity is unsuitable for routing in the

Internet because of several reasons. First, it assumes that ISPs are able to compute monetary
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costs or prices at such a fine granularity, which can be difficult if not impossible [107]. For

instance, when the price of an overloaded link must include the cost of poor performance

experienced by an ISP’s customers, how might an ISP estimate this price? Second, it

requires ISPs to disclose path prices. While prices do not directly disclose the underlying

monetary costs, the ability of this approach to compute cheap paths relies on prices being

closely correlated with monetary cost. ISPs are usually reluctant to share such sensitive

information. Third, this approach appears incompatible with the current charging model in

the Internet. It assumes a sender-pays model, but monetary payments today are independent

of the direction of data transfer. Customer ISPs pay provider ISPs for both incoming and

outgoing traffic.

Wiser, on the other hand, does not suffer from the limitations above. Agnostic costs are

easy to compute; they can be based on easily measurable path performance metrics, as is

done today for intradomain traffic optimization. They allow an ISP to control how much

information it discloses. Wiser retains the current charging model of the Internet.

The currency-based approach does not satisfy three of the criteria listed in Table 7.1.

It requires ISPs to disclose sensitive cost information. It is not win-win because routing

using currencies could represent a higher cost for some ISPs than routing today. It is also

not robust to cheating because, to maximize payment, an ISP can modify its prices based

on what it observes about other ISPs’ prices.

7.1.3 Mechanism design

Strategy-proof mechanisms that are provably robust to manipulation have received much

attention in recent years. Distributed algorithmic mechanism design (DAMD) [40, 39]

is a branch of this domain that is particularly suitable for networked systems because the

mechanisms that it produces have low computational complexity and are amenable to a dis-

tributed implementation. Sami et al. apply DAMD to the scenario of Internet routing [38].

They propose a direct mechanism in which the ISPs disclose their monetary costs of car-

rying traffic. The disclosed costs are used to compute the cheapest routing paths and the
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monetary payments that source ISPs must make to the other ISPs along the path. The pay-

ments are computed based on a Vickrey-Clark-Grove (VCG) mechanism, which ensures

that even if an ISP has complete knowledge of other ISPs’ monetary costs, it can never lie

about its own costs in a way that increases its payment.

Even though this protocol is robust to ISPs that lie about their costs, it does not cap-

ture all real-world competitive concerns [40]. For instance, an ISP can use the knowledge

of the competitor’s monetary costs to plan its own network in a way that undercuts the

competitor’s profits. In contrast, Wiser requires ISPs to disclose only agnostic costs.

In terms of meeting the criteria listed in Table 7.1, the mechanism design approach is

similar to the currency-based approach except that it is robust to cheating.

7.1.4 Secure multi-party computation

A novel approach for cooperative interdomain routing without requiring ISPs to disclose

their sensitive information is to use secure multi-party computation (SMPC) [47]. Using

SMPC, parties can jointly compute a function that is based on inputs from all of them,

without directly disclosing their inputs to others. While in theory it is possible to compute

any function using this technique, in practice the computation and message overhead can

be prohibitive for many problems of interest. Recently, Machiraju and Katz applied SMPC

to the limited setting of routing between two ISPs [69, 68]. They enabled neighboring ISPs

to select interconnections such that the maximum link utilization across the two ISPs is

minimized.

While Wiser enables ISPs with diverse objectives to cooperate and focuses on win-

win solutions, the work above assumes that both ISPs want to minimize maximum link

utilization across both networks and that ISPs are willing to lose for the greater good.

However, these limitations may not be fundamental to SMPC, and an interesting avenue for

future research is investigating whether Wiser can be implemented using SMPC to further

reduce the amount of information ISPs directly disclose to each other.
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Because there are no complete solutions based on SMPC, my characterization of this

approach in Table 7.1 is based on an extrapolation from the existing solution for the two-

ISP case. I consider the SMPC approach to be robust to cheating under the assumption that

ISPs will find it hard to game the system without information about other ISPs. The SMPC

approach is likely to have a high overhead in terms of its routing message complexity and

computational requirements.

7.1.5 Aggregate Admission Control

Winick et al. propose a method by which two neighboring ISPs can make interdomain

routing changes cooperatively [127]. Their method is targeted for situations in which an

upstream ISP might overload the downstream ISP by moving the traffic that it sends. Before

moving traffic, the upstream ISP informs the downstream ISP of changes that it intends to

make, and the downstream ISP decides if those changes are acceptable. This method is

thus akin to admission control. Aggregation based on how various destinations attach to

the downstream ISP is used to limit information disclosure and improve scalability. The

authors do not consider strategic behavior by ISPs. For instance, the downstream ISP can

turn down all requests except those that maximize local gain.

This work targets situations where a routing change is desired by one of the ISPs. Unlike

Wiser, it does not enable continuous optimization for all traffic. Additionally, when the

number of changes that are acceptable to both ISPs is small compared to the number of

possible changes, many iterations would be required to discover a mutually acceptable

solution.

Table 7.1 characterizes the admission control approach based on an extrapolation from

the two ISP solution. I assume that it is win-win because downstream ISPs can refuse

changes that cause significant losses. It is not likely to result in efficient routing because

the changes proposed by the upstream ISP are based on a view of only its own network.
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7.1.6 Interdomain QoS

Interdomain QoS, or quality of service, is another approach to improve the quality of In-

ternet routing [128]. Since QoS is an overloaded term in the literature, I discuss it in the

context of a commonly accepted framework [34]. In this framework, as is done in Wiser,

downstream ISPs attach path quality information, such as length, to their routing messages

and upstream ISPs select paths that maximize path quality. Optionally, resources are re-

served along the paths that are chosen to send traffic [131]. Unlike Wiser, QoS proposals

assume that all ISPs share a common metric which they are willing to disclose.

While research on QoS has been underway for more than a decade (e.g., see refer-

ence [20]), there is no significant deployment of interdomain QoS in the Internet. This

might be because the interests of individual ISPs have been largely ignored by this body of

work. It attempts to approximate socially optimal routing and thus suffers from the short-

comings of such routing mentioned earlier. In particular, it requires disclosure of sensitive

information, requires ISPs to agree on common optimization criteria (which has proven to

be a challenge for researchers that attempt to define such criteria [53]), and can lead to win-

lose routing. Therefore, Table 7.1 shows interdomain QoS approaches as not satisfying any

criterion except efficiency and low overhead. Because of such concerns, Wiser is designed

to reflect ISP interests.

7.1.7 Overlay networks

A radically different approach to improve the end-to-end quality of Internet paths is through

the use of overlays. In this approach, a group of end hosts enable applications to bypass

the “default” path offered by Internet routing by relaying packets between each other. Re-

searchers have shown that this can improve application performance [105, 5, 4].

I do not consider overlays to be a technology that directly competes with Wiser. Current

overlays do not scale enough to be able to route all Internet traffic. Unlike ISPs, who



109

compete with each other and are concerned with both end-to-end performance and internal

routing costs, overlays are concerned only with end-to-end performance.

Table 7.1 characterizes the overlay based approach. Overlays do not require ISPs to dis-

close any information. They do not allow ISPs to optimize for their own objectives and do

not aim for win-win routing; both these factors are likely to lead to a conflict between over-

lays and the underlying ISPs. With overlays, the issue of cheating does not arise because

there is no coordination between competing parties.

An interesting avenue for future work is to revisit overlays assuming that ISPs use

Wiser for interdomain routing. For instance, does the fact that Wiser produces better de-

fault routing obviate the need for overlays? Additionally, while overlays can optimize for

measurable path performance metrics, they cannot optimize for certain other metrics, such

as the monetary cost of a link, that may be of interest to ISPs. Can Wiser-like routing be

used between ISPs and overlays to make the latter sensitive to the concerns of ISPs?

7.2 Examining the Inefficiency of Selfish Routing

In this section, I review work that empirically or analytically examines the “price of an-

archy” [87] in routing in the presence of competing interests. I divide this work into two

categories. The first considers the impact of selfish ISPs in the Internet, and the second

considers selfish end users.

7.2.1 Selfish ISPs

My work is motivated by empirical observations made by other researchers regarding the

impact of selfish ISP routing on end-to-end Internet paths. Savage et al. [105] first showed

that a subset of “default” routing paths in the Internet have poor latency and loss rate even

though better paths exist. Andersen et al. then built a system called Resilient Overlay

Network (RON) and showed that the reliability and throughput of traffic can be improved

by leveraging non-default paths [5]. While both use live measurements over a subset of
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Internet paths, other work has combined measured ISP topologies with models of Internet

routing to fully characterize the impact of selfish routing. This methodology is similar to

that in Chapter 5. Tangmunarunkit et al. compute inflation in the number of router hops

when comparing default paths to optimal paths [117, 118]. Spring et al. compute this

inflation in terms of path length [109].

The conclusions of the work above concur with my results: while the inflation due to

current Internet routing is small on average, it is significant for a small fraction of paths.

More importantly, I also show that this inflation can be almost completely eliminated with-

out requiring the ISPs to give up their autonomy.

The only work to my knowledge that analytically examines the impact of selfish ISP

routing is that of Johari and Tsitsiklis [54]. They use a graphical argument, along with

certain assumptions about ISP topologies, to show that the length of paths due to early-

exit routing in a two-ISP scenario is bounded by three times the optimal path length. I

present an alternate, more realistic model for this scenario and validate it using controlled

experiments. My model suggests that path inflation is a function of the differences in ISP

costs; it is unbounded for arbitrary networks but low when the ISP costs are similar.

7.2.2 Selfish users

Many researchers have analytically examined the price of anarchy in a network where end

users route their packets selfishly. Successive works have considered an increasingly com-

plex, and arguably realistic, network model. In their seminal work, Koutsoupias and Pa-

padimitriou consider a simple network with two parallel links and obtain a bound on the

price of anarchy, or the worst-case ratio between the latencies of selfish and optimal rout-

ing [61]. Czumaj and Vöcking extend this work to compute the worst-case ratio for any

number of parallel links [35]. Roughgarden and Tardos compute a bound on the price of

anarchy for general networks with an infinite number of users [100]. Recently, Roughgar-

den considered the case of a finite number of users, assuming that flows are fractionally

routed [99], and Awerbuch et al. considered the case where flows are not fractionally
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routed [11]. Roughgarden and others have also analytically investigated the effectiveness

of mechanisms that aim to reduce the price of anarchy in this setting [97, 98, 32, 33].

In contrast to the above, I consider the price of anarchy for the scenario of selfish ISPs.

Unlike the above analyses which predict a worst-case bound on the price of anarchy, my

analysis suggests that the price of anarchy is unbounded for arbitrary networks. This results

from a fundamental difference in the two scenarios. While selfish users consider end-to-

end path quality, which limits the use of egregiously bad paths, selfish ISPs in my model

consider only the part of the path inside their own network. In practice, this can happen

when ISPs lack information about the quality of paths inside other ISPs. As a result, routing

paths can be arbitrarily inefficient.

Qiu et al. use measured ISP topologies to empirically investigate the price of anarchy

in a network with selfish users [89]. They find that this price is low in practice because the

worst-case ratios predicted above rarely arise in realistic topologies. Similar differences

between realistic scenarios and theoretical bounds for the case of selfish ISPs motivated me

to evaluate Wiser using realistic topologies.

7.3 Protocols in Other Environments with Competing Interests

Internet routing is only one example of a networked system with competing interests. In

this section, I review protocols developed for other such environments. Because the detailed

design of these protocols is largely governed by the constraints of their target environments,

I compare only their high-level approaches with Wiser.

7.3.1 Multi-hop wireless networks

The role of incentives in multi-hop wireless networks that are composed of independent

users has received much attention in recent years [112, 23, 133, 71, 92, 22, 134]. In such a

network, end-to-end connectivity is enabled by users relaying packets for each other. But
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relaying consumes energy and can decrease throughput, which incents users to not relay

others’ packets.

Protocols that incent users to relay packets can be divided into three categories. The first

category uses virtual currency [133, 23, 92]. A user is incented to relay packets because

in return it earns currency which it needs to have its own packets relayed. These schemes

rely on a trusted central authority to ensure the integrity of the currency. Wiser bypasses

the need for a central authority by relying on barter between adjacent ISPs. This is made

possible by the nature of Internet routing where adjacent ISPs are in a position to trade

favors. Highly asymmetric workloads, where one node needs the neighboring node to relay

packets but not the other way around, make bilateral barter less effective for multi-hop

wireless networks [70].

The second category formulates relaying as a game theoretic problem and sets up the

protocol such that relaying is the rational strategy [112, 134]. Such techniques rely on

specific assumptions regarding workload and the objectives of individual users. In contrast,

Wiser enables ISPs with different objectives to coordinate and efficiently forward packets

for each other.

The final category uses enforcement to discourage nodes from shirking their relaying

responsibilities [74, 22, 71]. These techniques assume that most users in the system are

cooperative and instead focus on “raising the bar” to discourage the few potential cheaters.

Usually, this leads to more lightweight protocols compared to the two categories above.

Wiser shares this design philosophy; in the interest of efficiency and practicality, rather than

making dishonest behavior impossible under all scenarios, Wiser leverages the properties

of the environment to discourage it by limiting potential gains.

7.3.2 Peer-to-peer networks

Another domain where the role of incentives has received much attention in recent years is

peer-to-peer networks [31, 65, 104, 2]. In such networks, users form an overlay to share
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resources such as media content. For such networks to succeed, it is essential that users

contribute resources, instead of only consuming them.

The most successful protocol to incent users to contribute resources is BitTorrent [31].

The central incentive strategy in BitTorrent is bilateral barter, where a user is more likely to

share resources with another user when the favor is reciprocated. This is of course similar

to Wiser, though the mechanisms to implement barter are different in the two systems.

Another aspect that is common to both protocols is favoring practicality over being strategy-

proof. Determined users can cheat in BitTorrent to gain unfair advantage [108].

7.3.3 Federated distributed systems

In federated distributed systems, independent parties pool their resources to enable new

services or more efficient operation. Examples include Web services [18, 58], grids [24, 43]

and stream-processing [1, 12, 27]. Peer-to-peer networks are also an example of such a

system with the unique property that the parties are not easily identifiable entities.

Most cooperation mechanisms designed for these systems are based on setting up virtual

markets with pricing and auctions [24, 41, 43, 115, 123], which as explained earlier, are not

practical in the context of Internet routing. One exception is the work of Balazinska et

al. who tackle the problem of load management in such systems [13]. They propose a

mechanism by which an overloaded party can transfer load to other parties. This work is

similar to Wiser in two key respects. First, because of simplicity with respect to negotiation

and enforcement, the contracts between parties are bilateral rather than multilateral, even

though multilateral contracts are likely to lead to more even load distribution. Second,

offline contracts are leveraged to simplify online operation, by bounding the range of the

price a party needs to pay for transferring load. Wiser uses offline contracts to limit the cost

an ISP incurs while carrying traffic received from a neighbor.
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Chapter 8

CONCLUSIONS AND FUTURE WORK

In this chapter, I summarize my work, review its thesis and contributions, and discuss

directions for future research.

In this dissertation, I presented Wiser, a practical protocol for discovering efficient Inter-

net routes in the presence of competing ISPs. Wiser is based on bilateral barter and agnostic

costs. The insight behind bilateral barter is that when ISPs take a holistic view of the traffic

that they exchange, their interests are not completely opposed to each other, but all of them

can gain simultaneously compared to flow-level anarchic routing. The motivation behind

using agnostic costs is that they do not require ISPs to disclose sensitive information such

as path latency or bandwidth. They also permit ISPs with diverse objectives to coordinate.

To evaluate Wiser, I used measured ISP topologies, realistic workloads, and two in-

dependent implementations. I considered several metrics of efficiency. For the scenarios

where ISPs have comparable metrics, I considered two metrics – the length of Internet paths

and a measure of the amount of bandwidth provisioning that ISPs require to deal with load

variations, for example, due to failures. For the topologies and workloads that I studied,

I found that the efficiency of Wiser is higher than anarchy which I model using currently

common routing practices, and it is close to optimal routing which is a hypothetical scenario

in which the Internet routing is globally optimized with complete information. Compared

to optimal routing, the average path length is only 4% higher with Wiser and 13% higher

with anarchy. While this average gain is useful, the key difference is in the tail of the path

length distribution. The worst 1% of the paths are 6 times longer with anarchy but only

1.5 times longer with Wiser. For the bandwidth metric, Wiser reduces ISPs’ provisioning

requirements by 8% on average compared to anarchy. For the scenarios where ISPs have
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incomparable metrics, the efficiency of Wiser is close to being Pareto-optimal, and Wiser

enables ISPs to cooperate such that each gains according to its own objectives.

For the alternatives that I considered, approaches that are potentially simpler than Wiser

do not lead to similar efficiency. I found that a holistic barter for traffic exchanged between

adjacent ISPs is key to high efficiency when win-win routing is desired. I also found that

ordinal preferences, which disclose less information than the cardinal preferences of Wiser,

lead to poor efficiency.

I implemented Wiser in SSFNet [113] and XORP [129] and found that it is easy to

implement: starting from existing BGP implementations, it required less than 6% additional

lines of code. The routing message processing overhead that Wiser imposes on routers is

similar to BGP, and for workloads seen by routers today, its computation overhead is within

15 to 25% of BGP.

Finally, for the topologies, workloads and strategies that I studied, I found that the cost

normalization and virtual payment ratio constraints in Wiser limit the gains that a cheating

ISP can achieve.

8.1 Thesis and Contributions

The thesis demonstrated by my dissertation is that a protocol based on bilateral barter

between adjacent ISPs that act in their own interest can lead to efficient routing in the

Internet and can be practically implemented. By efficient, I mean that when ISPs use com-

parable metrics the routing quality is close to optimal routing which is globally optimized

with complete information. By practical, I mean that the protocol preserves ISP autonomy

and its complexity, measured in terms of implementation, routing message, and processing

requirements, is comparable to that of today’s protocols.

The key contributions of my work are:

A novel approach for Internet routing with competing interests Wiser is based on a

novel approach that combines bilateral barter and agnostic costs. Bilateral barter takes a
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holistic view of traffic exchanged between two adjacent ISPs, which enables efficient and

win-win routing. Agnostic costs, or cardinal preferences, enable ISPs with diverse objec-

tives to coordinate and limit the amount of information that ISPs are required to disclose.

My evaluation shows that the combination of the two produces routing that is almost as

efficient as potentially more complicated approaches based on multilateral coordination or

global currency. It also suggests that simplifying my approach further would reduce effi-

ciency.

A practical and efficient Internet routing protocol To my knowledge, Wiser is the first

protocol that is both practical and leads to efficient routing between ISPs. Wiser preserves

ISP autonomy and has low overhead. It can be deployed in a framework that is similar

to the current routing protocol. It retains today’s simple monetary exchange practices in

which payments between ISPs are coarsely tied to the amount of traffic exchanged and

independent of the direction of the traffic. It also retains the current pair-wise contractual

structure in which only neighboring ISPs have contracts with each other. Finally, Wiser is

incrementally deployable in that two adjacent ISPs can use it to improve routing between

them without waiting for deployment by other ISPs.

Understanding the impact of anarchy and autonomy in the Internet I combine em-

pirical evaluation with analysis to understand the impact of anarchy and autonomy in the

Internet. I show that while the efficiency of anarchy in the Internet today is acceptable

on average, perhaps due to network engineering by ISPs, it is poor for a small fraction of

paths. The unreliability and operational cost associated with the manual control required

to fix this tail suggests that the price of anarchy is high in the Internet. I also show that,

for the topologies, workloads, and ISPs’ behaviors that I study, the efficiency of Wiser is

uniformly high, suggesting that the price of autonomy is low.

To gain insight into the empirical results, I use simple analytic models to compute the

efficiency of Wiser as a function of ISPs’ internal costs of carrying traffic. The analysis
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predicts that Wiser is efficient when ISP costs are similar but inefficient otherwise. With

dissimilar ISP costs, the efficiency is low because of the win-win requirement. That the

efficiency of Wiser is high in practice suggests that the costs of ISPs that interconnect in

multiple places tend to be similar.

8.2 Future Work

Three promising directions for future research arise from the work presented in this disser-

tation. I discuss these directions in this section.

8.2.1 Incremental deployment of Wiser

Many design decisions in Wiser have been guided by the need to keep the protocol practical

and to simplify deployment. But since the proof is in the pudding, an immediate area of

future work is to push for a deployment in the Internet. This is a four-step process which I

outline below.

1. Enlist the support of two or more ISPs that interconnect in multiple places and who

are willing to experiment with Wiser as a traffic optimization tool. In some cases,

the same parent organization operates multiple ISPs; while it is by no means essen-

tial, enlisting such ISPs provides an easier testing ground with fewer competitive

concerns.

2. Build an emulation tool that predicts the impact of using Wiser to control the routing

between these ISPs. An instance of the tool runs for each ISP’s network. Each in-

stance outputs the paths that various traffic flows would use if the ISPs were running

Wiser, based on real-time information on the state of their networks and on informa-

tion received from the other ISPs’ instances. The network state information needed

as input to this tool depends on the optimization goal. For instance, if an ISP wants

to minimize average delay, the tool needs the latencies of network links. Network
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operators consider the output of the tool as suggestions and may choose to imple-

ment some or all of them by re-configuring their routers. Such an emulation tool

can be built using existing routing platforms [130, 129] and network measurement

tools [111].

This emulation phase before a live implementation is important because operators

are apprehensive of any new technology that changes routing, lest it hurt rather than

help performance. The emulation tool would help build confidence in Wiser in a

controlled setting. It will also be useful towards revising the design of Wiser based

on the experiences of these operators.

3. Connect the emulation tool to network routers such that it automatically configures

the path selection of routers as if they were directly running Wiser. Researchers have

demonstrated that such a logically centralized control of ISP networks is possible

even for large tier-1 networks [25]. At this point, based on the experiences of these

ISPs, more ISPs may be willing to run Wiser. This would create islands of ISPs that

run Wiser; the islands get bigger as more ISPs join.

4. If there is enough market demand, router vendors will implement Wiser in their prod-

ucts, allowing for a router-level deployment.

I consider the exercise above to be a case study for understanding technology adoption in

the Internet. Deploying new technologies in the Internet has proven to be a significant chal-

lenge [7, 94], and the forces that impact adoption are not always apparent. The experience

gathered from the exercise above can be leveraged to develop simple, broadly applicable

guidelines for improving the chances of a system being deployed.
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8.2.2 Toolkit for managing competition in networked systems

One of the broader aims of my work is to use the concrete context of Internet routing to draw

lessons for designing protocols for a wide class of competitive-yet-cooperative systems. An

important step in this direction is to develop a toolkit of techniques that system designers

can use to manage competition in networked systems, such that managing competition is

as straightforward as ensuring reliable communication is today. Based on my experience

with the design of Wiser, I make several observations on how to simplify protocol design

in a competitive environment.

1. In many systems there is a conflict between efficiency and robustness to manipula-

tion. Designs that are strictly robust to manipulation tend to be inefficient, and those

that attempt to achieve maximal efficiency tend to be vulnerable to manipulation. In

reality, parties in a system can be willing to cooperate beyond what might fall out

of a strict game theoretic notion of rationality. For instance, ISPs tend to cooperate

today using ad hoc mechanisms that are not exactly rational. Explicitly account-

ing for this cooperative behavior can increase efficiency and simplify system design

because it allows for a lower level of protection against manipulation. Other re-

searchers have made a similar observation in the context of peer-to-peer and wireless

networks [51, 71].

2. Another approach for handling the conflict above is to increase the robustness to

manipulation, without giving up efficiency, by reducing the degrees of freedom (or,

in game theoretic parlance, strategy space) of individual parties. While not strictly

foolproof, this may be sufficient in practice when it significantly reduces the gain a

cheater can achieve.

3. Offline contracts between organizations can be leveraged to simplify online system

operation. Because laws can be used to punish violations, most organizations will not



120

violate such contracts unless there is a huge win. Offline contracts can reduce com-

plexity by i) reducing the number of available options [13]; ii) allowing behavioral

verification at longer time scales, which is both more reliable and provides short-term

flexibility to deal with special situations, as is done in Wiser; and iii) obviating the

need for automated enforcement.

4. The normalization mechanism of Wiser enables trading between parties that want to

trade as equals without disclosing their true valuation of the traded commodity. This

ability is generally useful and can be used in other systems as well. For instance, it

can be used to implement barter in a peer-to-peer file sharing network.

The first three observations above are germane not only to system designers but also to

game theoreticians. Each suggests an enhancement to game theoretic models that will make

them more amenable to the design and analysis of networked systems [70]. The suggested

enhancements include relaxed notions of rationality and robustness to manipulation, and

accounting for the impact of offline contracts on the online strategy space of parties.

8.2.3 Enhancements to Wiser

Finally, there are three important directions in which Wiser itself can be extended.

End-to-end quality-of-service (QoS) Wiser limits the amount of information that flows

across ISP boundaries, but this also hinders cooperating ISPs from providing end-to-end

QoS. An interesting avenue for future research is providing end-to-end QoS while limiting

the information that an ISP discloses to others. My experiments with heterogeneous ISP

objectives suggest that when metrics of end-to-end interest are used as one of possibly

several factors that determine agnostic costs, the end-to-end paths are of good quality. This

suggests that it might be possible to specify guidelines to derive agnostic costs that, if

followed by ISPs, lead to end-to-end QoS. ISPs that follow these guidelines trade-off some
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autonomy in how they derive agnostic costs with providing interdomain QoS support to

their customers. An important aspect of this effort entails understanding this trade-off.

Stability Stability of adaptive routing, especially in large-scale networks and using prac-

tical protocols, is a long-standing question of interest [44, 59, 125, 122, 6, 14, 106]. While

overprovisioning in today’s Internet suggests that Wiser will be stable under most pertur-

bations, extending the protocol to be provably stable under all perturbations is an attractive

area for future work. Recent work suggests that explicit feedback based control is a promis-

ing direction towards this goal [57, 56].

Quickly detecting cheating The robustness to cheating in Wiser is predicated on several

factors. An important one is that, because ISPs value their reputation, they will not cheat

if there is a chance that they will be caught. While I expect persistent cheating to be

eventually detected by other ISPs (e.g., see reference [78]), automated cheating detection

mechanisms will bolster deterrence. There is much ancillary information in the system that

can be leveraged. For instance, a substantial disconnect between the paths that an ISP uses

inside its network (which can be observed externally) and its announced costs indicates that

the ISP is being dishonest about its cost. Similarly, an ISP’s neighbors can cooperate and

verify if the ISP announces similar costs to them at places where they both interconnect

with that ISP. If the internal paths taken by traffic inside an ISP are known, as is often the

case today, yet another possibility is to verify that the cost of destinations that use the same

path is largely similar.

8.3 Summary

My work is a step towards Clark’s vision of designing tools that recognize and leverage

competing interests in the Internet [29, 30]. Wiser allows ISPs to find efficient routing paths,

and thus offers better performance to their customers, while maintaining their autonomy. I

showed how this can be accomplished within the current contractual framework between
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ISPs and with only small changes to the current routing protocol. I hope that the lessons

from my work will simplify the task of managing competition in other contexts as well.
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Appendix A

THE COST OF OPTIMAL ROUTING IN THE TWO-ISP MODEL

In this appendix, I outline the derivation of the expected cost of optimal routing under

the two ISP model described in Section 6.2.1. Recall that the model consists of two ISPs,

ISP-1 and ISP-W , interconnecting in N places. The internal topology of each ISP is a

random mesh such that the average cost of transporting a packet between any two nodes

is drawn from a uniform random distribution in the range [0..1] for ISP-1 and the range

[0..W ] (W ≥ 1) for ISP-W .

Optimal routing selects the interconnection that minimizes the total cost of a packet

across the two ISPs. The cost of a packet through an interconnection can be modeled as

the sum of two random numbers drawn from the appropriate ranges. The expected cost of

optimal routing then is the expected value of the minimum sum.

I first derive an expression for the sum through an interconnection and then use it to

compute the expected optimal cost. Let F (s) be the cumulative distribution function (CDF)

of the sum of the costs across an interconnection being s. Let y1 and yW be the two random

numbers that represent the respective internal costs inside the two ISPs. Then, F (s) is the

probability that y1 + yW ≤ s. To derive the expression for F (s), consider three cases:

Case I: 0 ≤ s ≤ 1 In this case F (s) is simply
∫ s

0
dy1

∫ s−y1

0
dyW

W
, as y1 can vary between

0 and s and, having fixed y1, yW can vary between 0 and s − y1. dyW is divided by W

because yW is picked from the range [0..W ]. Solving the integral yields F (s) = s2

2W
.

Case II: 1 ≤ s ≤ W The value of F (s) for this case can be derived similarly except that

y1 can now vary between 0 and 1. Thus, F (s) =
∫ 1

0
dy1

∫ s−y1

0
dyW

W
= 2s−1

2W
.
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Case III: W ≤ s ≤ W +1 In this case, y1 varies between 0 and 1, and yW varies between

0 and the minimum of s − y1 and W . F (s) =
∫ 1

0
dy1

∫ min(s−y1,W )

0
dyW

W
. Assuming that

s = W + δ, where 0 ≤ δ ≤ 1, F (s) =
∫ 1

0
dy1

∫ min(W+δ−y1,W )

0
dyW

W
=

∫ δ

0
dy1

∫ W

0
dyW

W
+

∫ 1

0
dy1

∫ W+δ−y1

0
dyW

W
. Solving the integral and substituting δ = s − W yields F (s) =

2s−1−(s−W )2

2W
.

Combining the results from all three cases:

F (s) =



















s2

2W
0 ≤ s ≤ 1

2s−1
2W

1 ≤ s ≤ W

2s−1−(s−W )2

2W
W ≤ s ≤ W + 1

(A.1)

The expected cost of optimal routing can now be computed as:

Coptimal(N,W ) =

∫ 1+W

0

xNdF (x)

(
∫ 1+W

x

dF (y)

)N−1

(A.2)

The parenthetical term above computes the probability of the sum through N − 1 in-

terconnections being greater than x and dF (x) is the probability that the sum through one

of them is x. The product of the two and N is the probability that the minimum sum is x

because any of the N interconnections can be optimal. Multiplication by x and integration

yields the expected cost of optimal routing.

Because dF (y) is not a continuous function, the computation requires integration by

parts.

Coptimal(N,W ) =

∫ 1

0

xNdF (x)

(
∫ 1

x

dF (y) + 1 −
1

2W

)N−1

+

∫ W

1

xNdF (x)

(
∫ W

x

dF (y) +
1

2W

)N−1

+

∫ W+1

W

xNdF (x)

(
∫ W+1

x

dF (y)

)N−1

(A.3)
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In the first term on the right hand side,
∫ 1

x
dF (y) is the probability that the sum is

between x and 1, and 1 −
1

2W
is the probability that the sum is greater than 1. Their

combination yields the sum being greater than x, while integrating only over the range

where dF (y) is continuous. The other two parenthetical terms are similarly derived.

Substituting the appropriate expressions for F (y) yields the value of the expected cost

of optimal routing:

Coptimal(N,W ) =
N

3W
2F1(

3

2
, 1 − N,

5

2
,

1

2W
)

+
N

2(2W )N

(

(2W + 1)((2W − 1)N − 1)

N
−

(2W − 1)N+1 − 1

N + 1

)

+
2WN + W + 1

(2N + 1)(2W )N
(A.4)

where 2F1 is the Gauss hyper-geometric function: 2F1(a, b, c, z) =
∑

∞

k=0

“a

k

”

„

b

k

«

zk

“c

k

”

k!
.

Individual ISP contributions to the total cost can be computed in a similar manner. First,

observe that the expected contribution from ISP-1 is s/2 when s ≤ 1, is 1/2 when 1 ≤ s ≤

W , and is (s − W + 1)/2 when W ≤ s ≤ W + 1. Then, use these values in Equation A.3

to derive C1
optimal(N,W ), the contribution of ISP-1.

C1
optimal(N,W ) = N ×

∫ 1

0

x

2
dF (x)

(
∫ 1

x

dF (y) + 1 −
1

2W

)N−1

+ N ×

∫ W

1

1

2
dF (x)

(
∫ W

x

dF (y) +
1

2W

)N−1

+ N ×

∫ W+1

W

x − W + 1

2
dF (x)

(
∫ W+1

x

dF (y)

)N−1

(A.5)
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Solving the above yields:

C1
optimal(N,W ) =

N

6W
2F1

(

3

2
, 1 − N,

5

2
,

1

2W

)

+
(2W − 1)N − 1

2(2W )N

+
N + 1

(2N + 1)(2W )N
(A.6)

The expected cost inside ISP-W is simply:

CW
optimal(N,W ) = Coptimal(N,W ) − C1

optimal(N,W ) (A.7)



140

VITA

Ratul Mahajan received his Bachelor of Technology degree in Computer Science and

Engineering from the Indian Institute of Technology, Delhi, India in 1999, and his Master

of Science degree in Computer Science and Engineering from the University of Washington

in 2001. His research interests lie in the area of networked computer systems, especially

the architecture and design of large-scale systems.


	List of Figures
	List of Tables
	Introduction
	Internet Routing Today
	Goal
	Existing Solutions
	My Approach
	My Solution: Wiser
	Thesis and Contributions
	Organization

	Background and Motivation
	Background
	Ill-effects of Internet Routing

	Problem and Solution Requirements
	Problem Statement
	Requirements for a Practical Protocol

	Design and Implementation of Wiser
	Approach
	Two-ISP Case
	Multi-ISP Case
	Deriving Agnostic Costs
	Robustness to Cheating
	Internet Implementation

	Evaluation I:  Efficiency, Overhead and Robustness to Cheating
	Experimental Methodology
	Efficiency with Similar ISP Objectives
	Efficiency with Heterogeneous ISP Objectives
	Overhead
	Robustness to Cheating
	Summary

	Evaluation II:  Understanding the Design Space
	Efficiency of Simpler Approaches
	Explaining the Efficiency of Wiser
	Summary

	Related Work
	Optimizing Interdomain Traffic
	Examining the Inefficiency of Selfish Routing
	Protocols in Other Environments with Competing Interests

	Conclusions and Future Work
	Thesis and Contributions
	Future Work
	Summary

	Bibliography
	The Cost of Optimal Routing in the Two-ISP Model

